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Abstract 
Consumer demand forecasting is a typical task deeply rooted in practically every supply chain 

and it is therefore conspicuous that little studies examine how businesses should incorporate 

that task in their information systems. The knowledge base mainly focuses on regular demand 

and little on special events like product promotions that disturb regular demand patterns. In 

current market conditions with increasing promotion intensity, promotional demand is 

becoming increasingly more important for manufacturers of Fast Moving Consumer Goods 

(FMCG) as most of their revenue is generated by promotional activities.  

This thesis attempts to close to this gap for SCA by designing a tool that enables them to manage 

and analyze previous promotions in terms of how promotional attributes affect sales and to use 

that information to plan future promotions (the business problem). We accomplish this through 

a design science framework that guides our research process by first analyzing and structuring 

the business problem to gain more insight and to help us generate possible solutions. Data is 

collected at SCA and an appropriate regression model is selected that incorporates promotional 

attributes and sales for different products and retailers. A web-based tool is then implemented 

that is aligned with the business process and presents analysis results in a comprehendible 

fashion. Finally, we perform extensive evaluations to demonstrate utility, quality, and efficacy of 

the tool.  

Unlike the current situation, the tool encourages building and maintaining a centralized 

database containing all promotions which enables easy data analysis. This is an important 

aspect because more (adequate) data should be gathered to make it possible to analyze 

promotions on a more detailed level like specific product variation. It is further recommended 

to gather data on additional promotional attributes and other relevant domains, like consumer 

behavior. More data is also likely to improve model performance. 
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1. Introduction 
Information systems are designed and implemented to help control the performance of business 

processes (O'Brien, 2007). In order to achieve this, it is required to align information and 

communication technology (ICT) with the business. Designing suitable systems is a challenge 

because people are the end-user and therefore involves human behavior, but it also involves 

technology which has to be adequately administered to support the business process. This 

research will aim to design, implement and evaluate a tool that is aligned with a specific 

business process and moreover has the objective to solve an identified organizational problem 

related to marketing. This chapter first introduces the business problem and then presents the 

purpose of this study. Next the importance of the study is illustrated, and finally the scope. 

1.1 Problem Statement 
This research will examine the forecast process for sales promotion campaigns at the consumer 

goods manufacturer SCA Hygiene Products Nederland BV (from now on addressed as "SCA"). 

The objective of this business process is to accurately predict sales of future promotional events 

that are held at different retailers throughout The Netherlands. A promotion is a mean by which 

a company like SCA can promote its brands and attract new customers by principally offering 

price incentives and/or advertising. These events generally elicit a significant boost in sales 

numbers and are fundamentally different from baseline sales because they tend to occur 

erratically, are relatively infrequent and are further characterized by their various attributes 

(e.g. promotion type, prices, package size, advertising, and display type). Due to the large sale 

volumes during a promotion, it is appealing to find out what causes (variation in) the sales 

boost and try to forecast its magnitude. 

Currently available software systems mostly focus on regular sales and offer limited to no 

support for these (special) events and little incentive even for the creation of a detailed 

centralized record of past special events and their results (Lee et al., 2007). This is also the case 

for SCA and has therefore led to current circumstances in which existing software does not offer 

a well established and structured method of supporting the forecasting process in an effective 

way. More precisely, the data currently possessed by SCA cannot be automatically retrieved, 

processed and used for marketing analyses. Due to the lack of these features, employees are 

compelled to rely on their own judgment when making decisions. This expresses itself through 

the following business problem: within the current environment it is difficult to assess the 

impact of promotions and to identify what causes the sales boost during promotional 

campaigns, or to identify the nature of the relationship between those causes and the 

promotional sales. 
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1.2 Purpose of the Study 
There are many Enterprise Resource Planning (ERP) systems on the market that, among others, 

incorporate management information for manufacturing, marketing, sales and service, and are 

integrated across an entire organization. The primary focus of this study is on designing and 

evaluating a tool that supports specific events in the field of marketing, in our case sales 

promotion campaigns. The study was conducted as part of an internship at SCA Hygiene 

Products Nederland BV, a subsidiary of the Swedish mass manufacturer of consumer goods SCA. 

SCA’s business can be categorized into three groups: Personal Care, Tissue and Forest Products. 

The Dutch subsidiary ‘Hygiene Products’ covers Personal Care and Tissue for the Dutch market.  

Promotions cause certain short-term and long-term effects due to change in consumer behavior  

and may provoke a response from competitors. The kind of change in consumer behavior, and 

hence promotional sales, depends on factors like the product category, product characteristics 

and promotion design. Historical realized promotional sales have shown relative large 

variations over time which cannot yet be clearly explained and result in large forecast errors.  

SCA products are bulky but light in nature which means a relatively small forecast error will 

induce a surplus occupying a relatively large space. Therefore it is highly profitable to lower 

inventory costs due to large-scale overproduction and to lower the opportunity costs due to 

stock outs. Thus, understanding the dynamics involved with promotions and the effects thereof 

on sales and use that knowledge to decrease the forecast error is of high value. This is a typical 

task that is deeply rooted in practically every supply chain, and it is conspicuous that very little 

studies examine how businesses should incorporate it in their information systems. This study 

attempts to contribute to this gap in theory and practice by developing a forecast support tool. 

An important requirement for its design is that it is aligned with the existing business process 

and aids the forecaster in an effective and user-friendly way. In order to accomplish this, the 

problem solving design science research method for information systems will be applied.  

The tool can analyze past promotions based on their attributes and their effect on realized sales. 

Individual retailers and specific product categories or brands can be analyzed to look for and 

make relationships between cause and effect explicit. The tool will make use of a centralized 

database with historic promotions and provide a web user interface developed with Django, an 

open source Python web framework. Existing libraries like SciPy, NumPy and SciKit will be 

employed which are open source implementations of algorithms and mathematical functions 

that can be used for analysis. In our case a causal model like regression analysis is appealing 

because it capable to discover relationships between explanatory variables and the dependent 

variable (Armstrong & Green, 2011). 
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1.3 Rationale of the Study 
This study is part of the 4C4More (4C: Cross Chain Control Center) research project which is an 

intensive co-operation between 6 companies, 3 logistics providers, 5 academic institutions and 

Dinalog (Dutch Institute for Advanced Logistics)1

1.4 Scope 

. Together they work to realize the goal of 

4C4More which is to increase efficiency in Dutch logistics by combining knowledge, resources 

and better co-operation within same and different supply chains. SCA is one of the participants 

and is one of the manufacturers of FMCG in The Netherlands.  

SCA and other FMCG manufacturers have experienced a significant increase in promotional 

intensity, which means there is an increase in promotional sales relative to baseline sales. 

Depending on the product category, this increase lies between 10 and 20% for the past 4 years. 

This study is relevant not just for SCA. One of the largest marketing research firms in the world, 

Gesellschaft für Konsumforschung (or in short "GfK"), reports an increase in promotional 

intensity in Dutch retail of 25.6% between the first halves of 2008 and 2009 (GfK, July 2010). In 

those same periods the share of promotional sales was respectively 11.3% and 13.6% of total 

sales, and had risen to 17% in 2011 (GfK, April 2012). The implication of this trend is that 

manufacturers of FMCG's, like SCA, are now more focused on promotions and improving the 

forecast accuracy thereof with ICT. 

However, current information systems do not sufficiently support promotional sales and 

research conducted on designing such systems is rare. Therefore this research is required to 

develop a tool which provides a better understanding of the effects of promotions and how and 

what factors (e.g. marketing mix) affect the promotional sales. The latter is strategy that 

attempts to attract attention to a product and to change consumer behavior (e.g. loyalty, usage 

rate, stockpiling) and therefore fits the field of marketing. 

This research is conducted at SCA as the case company and will focus on hygiene products 

available on the Dutch retail market. Because of our specific area of interest, we only focus on 

promotions and not the regular sales. Data is gathered from internal available sources, but in 

some instances may originate from third parties. Due to limited nature and completeness of the 

data we are only able to take into account a limited amount of variables with regard to 

promotions which are mainly product characteristics. This is in contrast to literature that for 

instance also accounts for consumer behavior. Nevertheless, our tool provides a good basis to 

expand the database and add additional variables in the future. The goal is to study the effects 

                                                             
1 List of 4C4More participants: http://www.dinalog.nl/en/projects/r_d_projects/4c4more 
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on promotional sales, which is a dependent variable in our model. This is used to identify 

explanatory variables and type of relationship with promotional sales. 

1.5 Thesis Structure 
This thesis begins by elaborating on work related to analyzing promotions and studying their 

effects (Chapter 2). This provides a wide perspective on and insight into this marketing-related 

topic and identifies possible causes that affect promotional sales. It also offers an overview of 

methods that have been previously used and that we could potentially utilize in this study. 

Chapter 3 presents our research methodology, which is the design science method and discuss 

the framework that we have utilized. Chapter 4 discusses our study design by first analyzing 

and structuring the business problem, followed by addressing the components of our forecast 

support tool, and finally the system architecture is presented. Chapter 5 is dedicated to the 

evaluation methods that we used to ensure quality and utility of the tool. Finally, the conclusion, 

limitations, managerial implications and recommendations are presented in Chapter 6. 
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2. Related Work 
This chapter provides an overview of related work with regard to promotions. First a general 

overview is presented of the different types of studies on promotional campaigns. Then work 

will be discussed that examines the composition of promotional sales like how and what factors 

affect consumer behavior and therefore retail sales. This is followed by a discussion on work 

that focuses on methods that can be used in forecasting promotion sales. Finally we present our 

conclusion based on these discussions of related work. 

2.1 Promotional Campaigns 
Sales promotion campaigns, advertising, personal selling, public relations and direct marketing 

are the five aspects of a promotional mix (Harrell, 2010). This study addresses the sales 

promotion campaign aspect. In marketing, these are used extensively because they generate 

consumer response in the form of an increase in sales (Bell et al., 1999). The basic 

characteristics of a promotional campaign are that it is a departure from the norm, introducing 

additional factors in the market, altering perceptions, plans, and that it is not sustained for a 

great length of time (Pole et al., 1991). Different techniques can be deployed like price 

promotions, coupons, loyal reward program and rebates. 

In the case of SCA mainly price promotions are organized that are accompanied by 

advertisement, but the latter is usually arranged by the retailer. Only in some rare instances 

advertisement-only campaigns are run. Price promotions are temporary price reductions 

offered to the consumer (Blattberg et al., 1995) and can affect the market in various ways. 

Figure 1 provides an overview of the different types of studies related to promotional 

campaigns. We divide the literature in two main parts: to the studies which examine the 

composition of promotion effects, and to those which examine how promotion effects can be 

forecast. 

The literature on decomposing promotional effects is concentrated on three different 

dimensions: demand, time-horizon and response type. First, promotions affect demand in two 

ways: the sales increase could be due to consumers accelerating their purchases (primary 

demand) or brand switching (secondary demand). Second, a distinction can be made between 

the immediate effects of promotions (short-term) and extended effects after the promotion has 

ended (long-term). Third, short- and long-term demand effects are driven by (individual-level) 

consumer  response (Guadagni and Little, 1983; Neslin et al., 1985) and product response 

(Bolton, 1989; Raju, 1992; Narasimhan et al., 1996). The latter can be further divided into an 

emphasis on specific brands (Bemmaor & Mouchoux, 1991; Christen et al. 1997) and on product 

categories (Nijs et al. 2001; Poh et al., 1998). The decomposition is discussed in Section 2.2. 
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Figure 1: Overview Literature on Promotional Campaigns 

Examining the composition of the promotional effect provides insight into the dynamics 

involved with promotions, and allows managers to draw better guidelines for policies, aligning 

campaigns and to anticipate the moves and countermoves of their rivals (Bell et al. 1999). The 

knowledge can then be utilized by forecasting the magnitude of different promotional effects 

which can be divided into four main elements: promotion performance, market size, market 

share, and third party response. 

Performance is defined by the successfulness of the promotion in terms of sales and 

profitability. Market size can be measured in for example the total revenues, quantity sold or 

consumption in a given market. Market share is the portion of the market size controlled by a 

company, product or brand. Third party response is the reaction from competitors caused by 

the promotion. This research focuses only on the promotional sales performance of SCA, and 

this literature is discussed in Section 2.3. 

The next section presents an overview of the work related to decomposing the promotional 

sales effects. 
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2.2 Decomposing Promotional Sales Effects 
In his work, Gupta (1988) attempts to answer the question what is causing the sales “bump” 

during promotional campaigns by examining the impact of promotion on consumer decision of 

when, what, and how much to buy. The study investigates the impact of marketing variables on 

brand choice (what), interpurchase time (when) and purchase quantity (how much). The goal is 

to decompose the sales “bump” into sales increase due to brand switching, purchase time 

acceleration, and stockpiling, which implies investigating decisions at the household level. This 

knowledge can then be used to compare promotion strategies and help determine the most 

suitable and effective promotion. The brand choice is modeled using the multinomial logit 

model that is based on behavioral utility theory, allows explanatory variables, and accounts for 

competition. The interpurchase time is modeled using an Erlang-2 distribution and a set of 

explanatory variables. The purchase quantity is modeled using an ordered regression model. 

Each model utilizes its own set of variables, extracted from the collected data. 

The data used by Gupta (1988) for model calibration and validation originates from IRI 

(Information Resources, Inc.) scanner panel data for regular caffeinated ground coffee and 

covers about 2000 households for a two-year period (1980-1982). The data contains variables 

like the brand and quantity bought, time and date, where bought, and store records provide 

information on prices and promotions for all coffee brands in all stores in Pittsfield, MA. The 

promotional instruments studied are Feature-and-Display (F-and-D), Feature-or-Display (F-or-

D), and price cuts. The brand choice and interpurchase time models are estimated using the PAR 

program of the statistical package BMDP and the purchase quantity model is estimated using 

the LOGIST program of SAS. The results suggest that specifically promotion variables have the 

greatest influence on consumers’ brand choice behavior.  

Further elasticity analysis is performed to decompose the total sales increase due to promotion, 

which results’ show that more than 84% of the increase can be accounted for by brand 

switching, 14% or less by purchase time acceleration, and less than 2% by stockpiling. 

Additionally, more than 98% of the sales increase due to price cut comes from brand switching, 

because unlike F-and-D and F-or-D, price cut does not affect consumers’ purchase time 

decisions. In this case stockpiling remains a negligible phenomenon for ground coffee. This can 

be explained because storing coffee for a long time may destroy its freshness, coffee cans come 

in large sizes, and the high promotion intensity in the marketplace ensures that some brand is 

almost always on promotion. Gupta (1988) further argues that, unlike coffee, stockpiling could 

be more important for other product categories like paper towels for which freshness is not 

important. 
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In their study, Bell et al. (1999) extend Gupta’s research by further decomposing the effects of 

promotional campaigns to determine the extent to which the emphasis on primary and 

secondary effects varies across product categories. In contrast to previous studies which put the 

emphasis either on how promotions affect consumers, or brands, Bell et al. look at empirical 

regularities in promotional response across both brands and consumer behavior. Via meta-

analysis, the study also tries to explain most of the variance found in primary and secondary 

demand elasticities. The data covers 173 brands across 13 product categories from which 519 

price elasticities are generated and includes basket scanner panel data from 250 households. 

The conceptual framework developed by Bell at al. (1999) captures the consumer’s view of the 

characteristics of individual brands and product categories, and includes three sets of 

exogenous variables: (1) category factors affect the budget allocation process of buying a 

particular product category, (2) brand factors are about the brand’s position in the market, and 

(3) consumer factors that include demographic characteristics of consumers. For the meta-

analysis an iterated Generalized Least Squares method (Montgomery and Srinivasan, 1996) is 

used which allows controlling for heterogeneity in the meta-analysis model rather than in the 

underlying choice models. The advantage is that it accounts for an elasticity estimate that varies 

by brand and category. 

Their study confirms that the main impact of a promotion is on secondary demand and with 

regard to the decomposition it shows that primary and secondary demand effects vary 

substantially across brands and categories and that storability is an important factor. The 

framework manages to explain up to 70% of the variance in promotional response, where 

category-specific factors explain most of the variance, followed by brand-specific factors. 

Consumer factors have relatively little influence. In some cases some variables do not affect 

total elasticity, but do affect individual components, which is especially the case for brand-

specific factors.  

Finally, promotional dynamics appear to vary systematically across categories, and this has to 

do with the effect on consumption. Some categories (e.g. bacon, potato chips, soft-drinks and 

yogurt) show an increase in consumption, while other categories (e.g. bathroom tissues, coffee, 

detergent, and paper towels) show stockpiling effects consistent with forward-buying. Wansink 

and Deshpandé (1994) show that stockpiling can greatly affect the rate of consumption if usage-

related thoughts are salient: if products are perishable and the consumer is aware that the 

product is perishable and must be used, are more versatile in terms of potential usage, needs 

refrigeration, or are often in sight. 
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Nijs et al. (2001) underline that price promotions have different effects across different product 

categories and further make a distinction between category-demand effects in the short run and 

the long run. They also examine in what way marketing intensity, competitive reactivity, the 

competitive structure and covariates affect the category demand. These four dimensions are 

considered to have a moderating effect on category demand, unlike price promotions which are 

considered to be the main effect. The marketing intensity dimension knows two types: price 

promotion intensity and advertising intensity. The first consists of two components: 

promotional frequency which depicts how frequent consumers are exposed to price promotions 

and promotional depth which depicts the average size of the promotions. This distinction is 

made as Raju (1992) suggests the two components have a different effect on brand level. 

The covariates contain product perishability, private-label share, the introduction of a new 

product, a deterministic-trend component and supermarket coverage. These variables have 

been chosen because previous research suggests they have an impact on price-promotional 

effectiveness. Data on e.g. volume sales, prices, feature and display activity was provided by 

IRI/Europanel and accounts for supermarket chains or clusters of chains. The BBC research 

agency provided advertising data. This covers a total of 560 frequently purchased consumer 

goods (FPCG) categories in The Netherlands over a 4-year period. FPCG is an alternative term 

for FMCG.  

Using a series of unit-root tests it is determined that long-run category-demand effects of 

promotions are an exception and that mainly new product introductions revitalize markets. Any 

gradual demand effects seem to be cause by exogenous factors which are not part of brand-level 

marketing. Competitive reactions are uncommon which is in line with the stationary category-

demand patterns, but if they occur their effects are mainly noticed in the short run. VARX 

models are used to estimate price-promotion elasticities of which the result show a strong post-

promotion cancelation effect for especially the tuna fish and toilet tissue categories. This is 

consistent with the results as reported by Van Heerde et al. (2000), who also report store 

switching for tuna or tissue is unlikely. Overall, persistent effects on the long-ream are rare. 

The results of second-stage regression analyses identify promotional frequency as the key 

driver of short-term price-promotion effectiveness, but their effect canceled out in the long run. 

Advertising intensity seems to affect both short- and long-run demand in a negative way as 

advertising emphasizes non-price purchase motivations and reduces price sensitivity (Mela et 

al., 1998). Also, stronger promotional effectiveness is perceived in perishable categories 

because of an increase in usage rate (Ailawadi and Neslin, 1998) and in markets with fewer 

industry members. 
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With regard to perishable and storable product categories, Pauwels et al. (2002) provide 

evidence that purchase quantity is more important than brand choice for storable products. The 

study examines the price-promotion effects on category incidence, brand choice, and purchase 

quantity for a storable product (canned soup) and a perishable product (yogurt). Quantity 

effects are short-lived for perishables because of consumer stockpiling limitations, while 

storable product purchase quantities are higher during a price promotion. Stockpiling can be 

caused because of cross-period effects where primary demand is borrowed from other time 

periods (van Heerde et al. 2004), which implies that it will take more time for a consumer to 

return to the store for storable product than for a perishable product. Another reason for 

stockpiling can be increased consumption. 

An earlier work by Assunção and Meyer (1993) showed that product storability affects the 

rational consumers’ decision on purchase quantity, which is also influenced by the promotional 

pattern (e.g. promotion frequency). In other words, consumers incorporate price expectations, 

based on promotional strategy, in their buying behavior. They anticipate price promotions and 

adjust their need of stockpiling. Further, stock pressure increases with bulky, storable products, 

and in markets characterized by lower promotion frequencies, but is also affected by usage rate. 

Higher stock pressure, which results in a higher inventory can increase consumption due to 

fewer stockouts (Gupta 1988, 1991; Neslin and Stone, 1996, p.89) and as mentioned earlier a 

faster usage rate (Wansink and Deshpandé, 1994). 

Bemmaor and Mouchoux (1991) present an experiment that studies the price promotion effect 

on brand sales of nonperishable goods across different price discount values and levels of 

support. Using the Ordinary Least Squares method, the price deal elasticities turn out to be 

positive and large, with cat litter being the least responsive because of its bulkiness and weight. 

The effect of price promotions differs not only across product categories, but also strongly 

between brands.  

The promotion effect is larger for cheaper brands and the leading brands are less sensitive to 

price deals, which suggests a relationship between market share and price deal. The latter has 

also been found by Blattberg and Wisniewski (1987). Exceptions are bathroom tissue and flour 

that appear to be more affected by brand switching. Nevertheless, advertising has a strong effect 

on sales during promotions. The study also suggests it may be useful for retailers and 

manufacturers to cluster products with similar price elasticity when planning promotions. 

Limitations are that the study does not account for dynamic effects of price promotions, the 

nature of the effects (primary/secondary) and different levels of advertising support. 
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A more recent study by Van Heerde et al. (2004) decomposes the price promotion effects in 

more detail and further argues that most of the decomposition studies fail to further divide 

primary demand into pure stockpiling and/or other effects such as consumption increases. This 

is why in their study they split and quantify primary demand effects into cross-period and 

category-expansion effects, which is also the primary goal of their study. Because the promotion 

effect is determined by the level of support (Lemon and Nowlis, 2002), they further analyze 

price promotions with different support conditions by using four separate predictor variables: 

without support, with feature-only support, with display-only support, and with a feature-and-

display support. Additionally, they take into account the magnitude of the price discount. These 

variables are similar to Gupta (1988).   

The data comes from two American (tuna, tissue) and two Dutch (shampoo, peanut butter 

weekly, store-level, and scanner datasets, provided by ACNielsen. Depending on the product, the 

datasets cover one to almost 3 years, 24 to 48 stores and include multiple brands of each 

product. Compared to the other categories, the tissue dataset (52 weeks) knows a relative small 

number of price promotions which in the end caused large standard-deviations. 

Using the Ordinary Least Squares method the increase in sales for each brand is decomposed 

into three types of effects: cross-brand effect, cross-period effect and category-expansion effect. 

Then each effect is further decomposed for each combination of product and different support 

condition. Results show that the cross-period effect is much stronger for feature-only than for 

display-only, which implies that the first is more likely to induce stockpiling as the consumer is 

able to anticipate the price promotion and plan ahead. Displays have a strong impact on brand-

choice and category-expansion. On average, all support conditions have an equal effect on the 

own-brand sales. Another interesting result is that compared to the other three products, 

peanut butter has the lowest average cross-period effect, implying it is less appealing for 

stockpiling. This can be explained because peanut butter is the only perishable product.  

To show the dynamic effects of price promotions, the effects are further decomposed for 

different levels of price discounts using local polynomial regression. Except for display-only, 

with higher discounts the cross-brand and cross-period effects decrease. In general, the more 

support, the stronger the own-brand sales effect will be. Higher discounts result in a higher 

category-expansion effect, while the highest discounts have a much stronger absolute effect 

than lower discounts.  

Most of these studies mainly focus on the short-term and immediate effect of promotions, which 

is comprehensible as most of the effect is noticeable during the period of a sales promotion. For 

example Nijs et al. (2001) and Pauwels et al. (2002) have demonstrated that for the products 
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they studied long-term effects are rare and usually canceled out. Nevertheless the studies do 

mention certain characteristics of sales promotion like promotion intensity may have long-term 

effects.  

DelVecchio et al. (2006) therefore performed a meta-analysis of 51 empirical studies to examine 

what can increase or decrease preference for a brand after the promotion has ended. They 

conclude that on average sales promotions do not statistically affect brand preference, but 

under certain conditions there may be a positive or negative effect on preference. Significant 

results are that unannounced promotions have a strong negative effect on preference, while 

coupons or premiums showed a positive effect. Promotions larger than 20% and products with 

a lower number of competing products have a negative effect on post-promotion brand 

preference.  

Besides consciously deciding on a promotion type, managers must also make sure to offer clear 

temporary promotions and make a tradeoff between the benefit of a sales boost of a large 

promotion and the long-term risk. Managers should also be aware of the nature of the market 

(competition) they operate in and the product type, because with fewer competitors and for 

durables the negative effect is larger. The latter occurs because promotions for frequently 

purchased packaged goods seem to be more accepted. 

2.3 Forecasting Promotional Sales Effects 
Decomposing the promotional sales bump helps us identify and understand the most important 

factors that cause the increase in sales during a promotional campaign. The next step is to use 

this information in order to help forecast future promotional sales. Goodman & Moody (1970) 

try to answer the question how promotions can be made more profitable and how to predict 

promotional sales. They primarily focus on measuring the quantity which actually reaches the 

consumer, the sell-through quantity, and not the quantity that has been sold to distributors 

and/or retailers. This is because some distributors and retailers like to buildup inventories of a 

product at a reduced price, also known as forward buying. This inventory is then sold by the 

retailer for the regular price after the promotion, which results in a loss for the manufacturer. 

This is a reason for limiting the shipments to retailers and therefore requires an accurate 

forecast of the sell-through quantity. Also, stock-outs incur opportunity costs. 

The sell-through quantity is assumed to be determined by a certain set of independent variables 

such as price, advertising expenditures, length of promotion, normal sales volume, and selling 

effort. The multiple regression method is used to determine coefficients for each variable. Using 

data from a large houseware item manufacturer the model was able to explain about 85% of the 

past variation. The standard error is used to define the forecast uncertainty. 
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Next an economic analysis is conducted in order to determine the optimal selling quantity to 

gain the highest profits from the promotion. In an ideal situation, a manufacturer wishes to ship 

a product quantity equal to the sell-through quantity. This prevents a marginal opportunity cost 

of shortage (stock-out) and that of inventory (forward buying). The model assumes a normal 

distribution of the estimation error of the sell-through quantity. In order to find the optimal sell-

through quantity, the economic break-even probability has to be determined which is the 

probability of selling through the last unit shipped. This also requires the variable production 

cost. Once the probability has been calculated, the optimal sell-through can be found from a 

table of the standard normal distribution. 

In another study, Reinmuth & Geurts (1972) view the phenomenon of promotional campaigns, 

price adjustments, and mergers as atypical behavior in a time series and argue that traditional 

modeling approaches are unfit for use because they ignore such unexpected situations. They 

develop a model based on a Bayesian approach to help analyze atypical situations of which the 

outcome is difficult to predict and therefore viewed as a chance event with an assigned 

probability distribution to possible outcomes.  

An important prerequisite and aid for creating reliable probability distributions, a journal must 

be kept of atypical events and their effects. The journal holds records of different causes and 

their values for each event, and the outcome. By comparing the difference in events and their 

impact on the outcome, different situations can be assessed and a probability distribution can 

be estimated by the management. It can also be useful to collect sample information about the 

events by tracking the behavior of regular buyers. This information is incorporated using Bayes’ 

Law to compute a probability distribution on proportionate change. Next, this continuous 

probability distribution is discretized with the grouped approximation approach to group 

different equally likely representative values together. 

This is tested on sales data of a variety of perishable frozen food sold throughout the United 

States. The data is a time series with seasonal patterns and contains several price promotions as 

atypical situations. What is notable is that during the promotion there is an underforecast and 

the period after the promotion there is an overforecast. Using the probability distribution, the 

model gives a sales forecast much closer to the actual sales than the company’s forecast. When 

only management assessment is used the model is likely to overforecast, while in the case of 

also using empirical information from buyers the model is likely to underforecast. This indicates 

management tends to be optimistic.  
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Pole et al. (1991) also take a Bayesian approach in the case of promotional campaigns in the 

context of forecasting retail sales of a soft drinks product (a FMCG). While usually campaigns 

last for a relative short period, the campaigns studied last up to six months, making them rather 

unusual. Promotions incur a change, departure from the norm, which needs to be critically 

examined and therefore a traditional model for routine forecast can’t be used. They argue the 

process of forecasting promotional sales consists of adjusting routine sales forecasts in 

anticipation of the promotion and examining the promotion effects on sales. Objectives are 

preventing overstocking and stock-outs. The forecast methodology is to ground and improve 

forecasts in a continuous process based on the outcomes of previous similar promotions. This 

process should also make important explanatory variables explicit.  

The model presented is an extension of the dynamic linear model (DLM) and Bayesian 

framework, specifically designed for analyzing promotional campaigns. It consists of a steady 

trend, regression on the price, and a seasonal component. For each promotion an additional 

explanatory component is added in order to allow effects on the time series can be isolated and 

used for forecasting.  This splits the outcome into two parts: the expected outcome had there 

been no promotion and the part of the outcome incurred and affected by the promotion. 

In the case of the soft drinks product, the change incurred by the promotion can be predicted by 

examining previous similar campaigns and compare them on a certain set of independent 

variables.  The model breaks down information and enables a clear estimation of individual 

effects and allows a continuous forecast process as new data becomes available. Because the 

duration of promotions is six months, actual sales from the first month can be recorded and 

used to update estimates for the following months. Nevertheless, this should be done with 

caution as for example reducing the supply or shortening the promotion too early will lead to 

relative large forecast errors. Also, there may be a certain sales pattern because of the relative 

long duration of the promotion.  

Another study (Caruana, 2001) which examines carbonated soft drink brand sales uses a similar 

approach by utilizing seasonal regression and also dividing the time series observation into four 

main elements: trend, seasonality, cycle effect and residual error. Time series and causal 

modeling are identified as  the two main forecasting techniques. Time series are primarily used 

to find patterns over time and extrapolate them into the future. This is only useful if what has 

happened in the past will continue to happen in the future. When there are other variables than 

just time like sales promotions and advertising, the causal model is more appropriate to 

determine the cause and effect relationship.  
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The study, however, was not able to identify the required leading indicators in the 4-year period 

data in order to use a causal technique, and therefore uses the seasonal regression technique. In 

the additive model, a twelve-month period is used for seasonality and a one-month period is 

used for the trend. The data also contains outliers, caused by sales promotion campaigns from 

competitors, and were replaced using linear interpolation. The model is able to predict over 90 

percent of the variation, but the residuals are not normally distributed over time. This is 

because in cases of high predicted sales the variance is higher than in cases of low predicted 

sales. This indicates heteroscedasticity (Robie & Ryan, 1999) and is the reason why the 

weighted least squares technique is applied by Caruana (2001), giving more weight to the more 

precise observations and less weight to the highly variable observations. Results show that the 

trend and seasonality would be overestimated had the ordinary regression method been used.  

An alternative approach to the one in the previous discussed research is presented by Shao 

(1997) that applies multiple intervention analysis to sales data. Unlike traditional time-series 

intervention analysis, the case of promotion campaigns includes multiple (many) interventions 

and uncertainty about those interventions. An additional complicating factor for forecasting 

sales is that a future promotion may not always be identical in composition to previous 

promotions. Hence, the objective of the proposed model is to be able to cope with that.  

The data covers almost 4 years and has a total of 18 observations (interventions) and a total of 

15 different promotional strategies. Although this is a time series, the data is difficult to analyze 

because it’s very dynamic with many spikes in the data which are also mutually different. The 

company had been applying human judgment for forecasting future sales which caused large 

forecast errors because the promotions tend to change a lot each time.  Different forecasters 

would also estimate significant different forecasts. 

The intervention model assumes the sales consist of a constant, a response function and a noise 

term. The problem with estimating the parameters in this case is the large number of 

parameters (15) which is why this number should be reduced by clustering similar 

interventions.  A major advantage is that this increases the number of similar interventions that 

can be compared to a future intervention, which in turn can be assigned to an existing cluster. 

After clustering there are now five groups and the relationship between the different promotion 

characteristics and sales can now be easier estimated.  

After evaluating the results of the model, what stands out is that both the company and the 

model over- or underforecast at the same time. The only difference is that the model’s estimate 

usually has a significant lower forecast error. In one instance the company’s estimate did 
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perform better than the model, which could imply there are still certain unaddressed factors or 

a new promotion strategy was deployed. 

Leone (1987) also applies intervention analysis and uses it in the context of price deals and the 

impact they have on promotional sales. Some advantages of intervention analysis is that it 

doesn’t assume independent observation data and constant variance in that data. Besides 

looking at quantitative changes, the study also looks at qualitative changes such as an 

introduction of a new promotion strategy. In both cases, the goal is to examine the market 

dynamics and both provide a description of the effect of the changes, and forecast based on 

those effects. With regard to the descriptive perspective, this could be short- and long-term 

promotion effects.  

The interventions in the context of a price deals are viewed as pulses that immediately, though 

temporarily, increase sales. The presented model assumes that sales levels after the promotion 

will immediately drop below the mean sales level due to a stockpiling effect, but afterwards 

slowly stabilize to an equilibrium level. Daily scanner data of two competing toothpaste brand 

sales are used to gather enough data points. The data includes changes in advertising price 

deals. On the long-term, the model is able to effectively capture the causes (advertisements) and 

effects on sales and movements in market share of the two brands. As for the short-term effects, 

the results confirm the previous assumption about the stockpiling effect.   

McIntyre & Achabal (1993) state that the historical data on past promotional campaigns suffer 

from a limited number of and erratic observations and different set of promotional attributes 

making each promotion more or less a unique event. Due to these limitations most retailers rely 

on solely judgmental and subjective forecasts, which often results in large forecast errors of 

typically more than 25%, and not uncommon are errors of more than 50%. Also, because 

forecasters base their judgment on experience rather than on an explicit approach based on 

well-established rules, when a forecaster leaves the organization so does his expertise. 

In their study they therefore try to capture that experience in a Case-Based Reasoning (CBR) 

system by the use of analogies. The purpose of such a system is to help forecast sales for a future 

promotion by extracting knowledge from past similar promotions. Each promotion is defined by 

certain attributes like for example price, type of advertisement, the participating stores and 

number of ads. For each new planned promotion analogies are selected based on the similarity 

of first the product and then the rest of the promotion attributes. Additionally, based on an 

adjustment table containing generalizations of attribute values in categories, more analogies are 

selected that are not identical but similar to the planned case.  
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Through regression the coefficients for each attribute can be re-estimated as new promotions 

are added. The results indicate an improvement of forecast accuracy for one product category, 

but not the other. This is mainly caused by the limited data set and the large variation in past 

promotions characteristics. As the amount of historical data increases and with the number of 

potential usable analogies, so will the forecast accuracy. Overall, the system creates structure, is 

able to capture and share expertise, makes the judgmental process more explicit for everybody, 

and saves time. These advantages also make coordination between different department easier 

and more efficient. 

Lee et al. (2007) conducted an experiment on this topic of using analogies and the effect is has 

on forecast accuracy. They offer the forecaster three different levels of support. Level 1 only 

provides memory support for a number of recent promotions for a given product. Level 2 adds 

similarity support by providing a number of most similar promotions from the database, based 

on the attributes. Level 3 adds adaptation support that calculates the difference in effect as the 

mean ratio for all pairs of promotions that only differ on one attribute. 

Although being a laboratory experiment with simulated promotion effects, real world data was 

used of promotional sales of 12 products. The results show that Level 1 and 2 support do not 

significantly improve forecast accuracy. Level 3 support was significantly more accurate than 

the two other levels, but only under the conditions of low noise. Since it is not a standard facility 

in most current software systems, the study recommends creating a centralized and structured 

record of past promotional campaigns and their results. 

2.4 Conclusion 
We can observe that there exists a substantial knowledge base on promotional campaigns and 

that different studies focus on different marketing dimensions and elements. The choices 

therein mainly depend on what data is available and the research goal. Although some studies 

focus on developing models to forecast promotional sales, promotions have mostly been studied 

in terms of decomposing the sales "bump". Considering the fact that demand forecasting is a 

typical task that is deeply rooted in practically every supply chain, it is conspicuous that very 

little studies examine how businesses should incorporate those models in the design of their 

information systems. We therefore attempt to contribute to this gap in knowledge by selecting a 

research framework in the next chapter that enables us to design an appropriate tool that will 

incorporates such a model for our business problem. 
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3. Methodology 
The goal of this research is to design a prototype tool that aids forecasters in their judgment of 

sales promotion campaigns at SCA. It will allow for better management of the promotional 

campaigns and help gain a better understanding of the relationship between explanatory 

variables and the promotional sales. Data and sufficient understanding about the current 

forecast business process will be acquired through an internship at the company. All data is 

proprietary and therefore no real company or product names will be mentioned. 

3.1 Problem Definition 
SCA is a company that produces FMCG's which are sold at retailers throughout The Netherlands. 

The products range from kitchen paper and toilet tissue to female hygiene. These are generally 

light and bulky products. Most of the revenue is made through price promotions, or in other 

words by attracting customers through discounts. Such promotions attract consumers and 

results in much higher sales than during a non-promotion period, increasing sales by a couple of 

hundred percent – not unusual is a thousand percent or more. Unlike baseline sales, the 

promotional sales are known to fluctuate a lot from promotion to promotion, which causes 

problems for SCA: how do we know how much volume to order at our factories? 

Because of the nature of the products (bulky, mostly air), a small overforecast results in a 

relative large extra volumes which incur high inventory and transportation cost, while an 

underforecast results in stockouts. This is why SCA wishes to predict the sales for a promotion 

as accurately as possible. Currently forecasting relies on (expert) judgment and in agreement 

with Customer Service, Customer Marketing, Account Managers and the retailer. There two 

types of retailers: those that place an order for a promotion and ships back the unsold goods, 

and those that don't have the liberty of doing this. This provokes a different strategy when a 

specific retailer places orders: the first is likely to order too much, while the second is more 

likely to be cautious and order just enough or too little. 

SCA manufactures a broad range of products which also come into different packaging sizes and 

product variants. Its customers – the retailers – differ in size and public reach. Each promotion 

is carefully planned and designed together with the retailer during negotiations by agreeing on 

promotion variables like the product type, discount, the packaging size, the duration of the 

promotion campaign and number of selling locations. These and other variables can affect 

performance in terms of promotional sales, but these relationship have yet to be determined. 

This is why a tool is needed that can make those relationships and their nature explicit. 
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The tool allows the user to create a new planned promotion and then offers the opportunity to 

analyze similar previous promotions based on for example the selected retailer and product. 

The historical data is extracted from the different information systems at SCA. The analysis 

results are presented using graphs for which the user has the option to adjust variable values 

and immediately witness the effects. After a planned promotion has passed and the realized 

sales have been entered, the promotion is recorded with the rest of the historical data  and used 

in future analyses. These are the most important features to be included in the tool, which 

should furthermore be user-friendly and aligned with the current business process. 

3.2 Design Science 
For our study we will apply a problem solving research method which is known as Design 

Science for Information Systems (IS). IS research has a lot of focus on the topic of aligning IT 

with the business goals. An information system collects, processes, analyzes, and disseminates 

information for a specific purpose (Rainer & Cegielski, 2012). If implemented correctly, an 

information system is able to effectively and efficiently support business processes within an 

organization. Many factors contribute to which extent this is actually realized.  

Design science theory informs researchers and practitioners of the interactions among people, 

technology, and organizations that must be managed if an information system is to achieve its 

stated purpose, namely improving the effectiveness and efficiency of an organization. Therefore, 

much of the work performed by IS practitioners, and managers in general (Boland, 2002), deals 

with design. Design is both a process (set of activities) and a product (artifact) (Walls et al., 

1992). It describes the world as acted upon (processes) and the world as sensed (artifacts). 

IS research focuses on IT artifacts which are concrete prescriptions that enable IT researchers 

and practitioners to understand and address the problems inherent in developing and 

successfully implementing information systems within organizations (March and Smith, 1995; 

Nunamaker et al., 1991a). Design science on the other hand, creates and evaluates IT artifacts 

intended to address and solve identified organizational problems, and hence is a problem 

solving paradigm (Hevner, 2004). An important prerequisite to accomplish that is to develop a 

design that incorporates all the relevant aspects that together are able to solve organizational 

problems that have not been solved before.  

In order to accomplish that, it is required to collect information from the interaction of people, 

organizations, and technology and have that qualitatively assessed to yield an understanding of 

the phenomena adequate for theory development or problem solving (Klein and Myers, 1999). 

By the process of constructing and exercising, innovative IT artifacts enable design science 
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researchers to understand the problem addressed by the artifact and the feasibility of their 

approach to its solution (Nunamaker et al., 1991a).  

The design process starts by modeling the problem in order to gain a better understanding, to 

define the design problem and its solution space (Simon, 1996). Hevner et al. (2004) argue that 

the problem model also enables the design researcher to explore the effects of design decisions 

and changes in the real world. This will aid to develop better ideas and solutions for the 

problem when it's applied in the real world. This is done by acquiring feedback on the quality of 

the artifact through evaluation. Then the researcher uses the improved insight, new ideas and 

solutions to further improve the artifact. This step is a process of iteration of which the outcome 

is used by the design researcher to further improve the artifact until the best possible level of 

quality and effectiveness has been reached (Hevner et al., 2004; Markus et al., 2002). 

For this research we go through a sequence of expert activities (processes) and use it to build a 

tool (product) that addresses the identified business problem. We begin by exploring the 

problem space (environment) and the existing knowledge base. The problem space consists of 

the people, organization and existing technology (Silver et al., 1995) and by examining that we 

gain insight in the business needs which consists of goals, tasks, problems, and opportunities. 

We do this by visiting the company, interviewing people from different relevant departments 

and gathering data. By reviewing literature related to sales promotion campaigns we gather 

ideas for modeling our business problem and building a first tool version.  

The next step is evaluation to test the utility, quality and efficacy of the product by using 

different evaluation methods. This step provides us with new information in the form of a better 

understanding of the problem and new ideas that can be used to further improve the artifact. 

Evaluation, together with constructing the artifact, is iterative and may be repeated multiple 

times until we arrive at a satisfactory end result. 

3.3 Design Science Framework 
As distinct from research that defines research questions or hypothesis and respectively tries to 

answer or prove those, this research will produce a viable artifact. Hevner et al. (2004) provided 

the design science research community with guidelines for design science in information 

systems research that assist researchers, reviewers, editors and readers to understand the 

requirements for effective design science research. Other research frameworks exist, like the 

two-dimensional research framework by March & Smith (1995) which defines research outputs 

as constructs, model, method and instantiation and defines research activities as build, evaluate, 

theorize and justify.  
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Purao (2002) and Rossi & Sein (2003) suggest an additional research output: better theories. 

Then there are also Walls, Widmeyer & El Sawy (1992) and Gregor & Jones (2007) that use the 

term design theory instead of design framework, and the latter propose eight components of 

design theory. There are also arguments on how design science research seems to be very 

similar to Action Research in terms of paradigmatic assumptions (Burstein and Gregor, 1999; 

Cole et al., 2005; Järvinen, 2007), while others argue differently (e.g. Iivari & Venable, 2009). In 

short, within the IS research community there is still no consensus on one widely accepted 

design framework. 

This research will apply the design science research framework as proposed by Hevner et al. 

(2004) as it is considerably more cited and respected in the design science field. Solving a 

relevant problem, making a significant contribution, designing an effective artifact, and 

evaluating this artifact, are some general categories the total of seven guidelines address. We 

next discuss these in more detail and how they apply to this research. 

The selected framework for this research first states design science research must produce a 

viable artifact in the form of a construct, model, method, or instantiation. In this case an 

instantiation will be produced in the form of a tool that deals with an identified business 

problem. This fulfills the second guideline which requires design science research to develop 

technology-based solutions to important and relevant business problems. The third guideline 

demands the artifact to be evaluated in order to test the utility, quality and efficacy thereof. 

Hevner et al. (2004) present five different methodologies that can be used for design evaluation, 

which will be discussed in the next section. 

The fourth guideline states that in order for design science research to be effective it must 

contribute to the relevant field. The fifth guideline mentions the importance of applying 

rigorous methods in both the construction and evaluation of the design artifact. The sixth 

guideline characterizes design as a search process in which all available means are utilized in 

order to reach desired ends while satisfying  (typically uncontrollable) laws in the problem 

environment. The seventh and final guideline asks the researcher to present the work to both 

technology-oriented (researchers) and management-oriented (practitioners) audiences. This 

way the researchers gain knowledge about the development process of the design artifact, while 

practitioners gain insight into the application and problem-solving capabilities of the design 

artifact. 
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3.4 Evaluation Methods 
Design evaluation has been mentioned in the previous section as the fourth guideline of the 

design science framework as proposed by Hevner et al. (2004). This guideline depicts different 

evaluation methods that can be used to improve and demonstrate the utility, quality and 

efficacy of a design artifact. The evaluation of the artifact is based on requirements which are 

dictated by the business environment and its technical infrastructure it consists out of.  That’s 

why evaluation comprises out of the artifact’s integration within that technical infrastructure.  

When evaluating an IT artifact, appropriate metrics need to be defined and the appropriate data 

needs to be gathered and analyzed. The evaluation process looks at quality attributes such as 

functionality, completeness, usability and fit with the organization. Evaluation also provides the 

researcher with feedback to the construction phase, the quality of the design process, and the 

design product, which fits the iterative nature of design. A design artifact is complete when it 

satisfies the requirements and constraints of the problem it was meant to solve. What starts out 

as simplified conceptualizations and representations of problems, may develop into an end-

result in which certain prior assumptions have become invalid due to changes in available 

technology and/or organizational environment. Bearing these aspects in mind during the 

research process is therefore important (Hevner et al., 2004). 

Selecting evaluation methods requires a match with design artifact and the evaluation metrics, 

as certain methods may not always be suitable. Selecting the right evaluation methods is crucial 

to demonstrate the goodness and efficacy of the artifact (Basili, 1996; Kleindorfer et al., 1998; 

Zelkowitz and Wallace, 1998). Table 1provides a review of five evaluation methods as presented 

by Hevner et al. (2004) and the last column describes if and how they would be suitable for this 

research. 

Because we view evaluation as a process, there are multiple moments in the development 

process where we subject our work to an evaluation. Our artifact is studied within the SCA 

business environment during the development process, while a field study is infeasible because 

we have only access to historical data and do not deploy the tool at this stage. Analytical method 

types are not relevant at this point, but would become useful once the tool is supposed to be 

deployed and for example performance, usability and accessibility become important aspects.  

Simulations are not suitable because we require real data and artificial data is not useful. 

Controlled experiments are also continuously conducted during the development process as 

part of testing. We further use functional and structural testing with every iteration and finally 

construct a scenario to demonstrate utility, supported by informed arguments where applicable. 

The evaluation is addressed in more detail in chapter 5. 
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Table 1: Design Evaluation Methods (Hevner et al., 2004) 

Method Subtype Suitability 
1. Observational Case Study: Study artifact in depth in 

business environment 
Included in the building process 
through evaluation as a process. 

Field Study: Monitor use of artifact in 
multiple projects 

Only historical data is used from 
previous promotions for testing, 

thus infeasible. 

2. Analytical Static Analysis: Examine structure of 
artifact for static qualities (e.g. 

complexity) 

Mostly existing software packages 
are used, a relative small part of 

code may be subjected to this 
method. 

Architecture Analysis: Study fit of 
artifact into technical IS architecture 

N/A at this point; focus is on stand-
alone tool. Could be interesting once 

other parties start using it. 

Optimization: Demonstrate inherent 
optimal properties of artifact of 

provide optimality bound on artifact 
behavior 

N/A There are no other existing 
tools available for this specific 

business problem to compare with. 

Dynamic Analysis: Study artifact in use 
for dynamic qualities (e.g. 

performance) 

N/A not relevant at this point, not 
related to development method and 

requires benchmarking suites. 

3. Experimental Controlled Experiment: Study artifact 
in controlled environment for qualities 

(e.g. usability) 

Also already included through 
evaluation as a process to inspect 

usability within the company. 

Simulation: Execute artifact with 
artificial data 

Data may not represent reality; not 
related to development method 
(Zelkowitz and Wallace, 1998). 

4. Testing Functional (Black Box) Testing: 
Execute artifact interface to discover 

failures and identify defects 

Feasible and required for feedback 
on any faults in what the tool is 

supposed to do. 

Structural (White Box) Testing: 
Perform coverage testing of some 

metric (e.g. execution paths) in the 
artifact implementation 

Feasible and useful for exercising 
different paths and determining 

appropriate output, uncover faults. 

5. Descriptive Informed Argument: Use of 
information from the knowledge base 

(e.g. relevant research) to build a 
convincing argument for the artifact’s 

utility 

Feasible, provides link to prior 
research, inexpensive, but risk of 

selection bias and treatments may 
differ (Zelkowitz and Wallace, 1998). 

Scenarios: Construct detailed scenarios 
around the artifact to demonstrate its 

utility 

Feasible and useful to demonstrate 
utility. 
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3.5 Promotional Campaign Approach 
The related work discussed in Chapter 2 presents multiple methods and approaches that can be 

considered for identifying and examining the relationship between explanatory variables and 

promotional sales. Figure 1 depicts how literature that addresses the effects caused by 

promotional campaigns can be divided into decomposing promotional sales effects and 

forecasting promotional sales effects. Our study will mainly focus on decomposing the 

promotion effect and use that to aid the forecaster. First we define the decomposition 

dimensions and forecasting elements that are appropriate for our business problem. 

On the demand dimension we do not have sufficient market data for studying the secondary 

demand effects like brand switching. We therefore focus on primary demand effects in terms of 

sales increase. We do not have the required data to make a distinction between sales increase 

due to forward-buying (stockpiling) or increased consumption (usage-rate). However the 

literature suggests that the SCA products (personal care & bathroom tissue) belong to a 

category which generally does not show consumption increases, but rather exhibits stockpiling 

effects (Bell et al., 1999), because they are easy to store and nonperishable. 

Only short-term effects are considered because the largest variations are found in the 

immediate effects of promotions while baseline sales remain relatively smooth and constant. 

Nijs et al. (2001) and Van Heerde et al. (2000) also demonstrate a strong post-promotion 

cancelation effect for toilet tissue categories. As for the response type, we have no market- or 

household-level data to investigate consumer behavior. Instead, we focus on the product 

response by looking at how individual brands respond to promotions in terms of sell-through 

quantity which is also the forecasting element we address as promotion performance. 

Insufficient data is available to study market size and share, and third-party response. 

The literature mainly uses regression or time series methods to decompose the promotional 

sales effect. Our objective is to identify explanatory variables and make their relationships to the 

promotional sales explicit. The variables can be controlled by SCA, and we are also interested in 

(estimating) the effect size. According to Armstrong & Green (2005), a causal model like 

multiple regression would be useful in this situation. The advantage is that it can incorporate 

more information about the time series than its past observations (Alon et al., 2001). 

Finally, we provide the forecaster with an assessment of uncertainty by adding a confidence 

interval rather than a test of statistical significance, because prior research has indicated the 

latter is of no value for analyzing data (Schmidt & Hunter, 1997; Ziliak & McCloskey, 2008) and 

has made no contribution to forecasting (Armstrong, 2007). Using hold-out data as a 

benchmark, we can assess the predictive validity of the model (Armstrong, 2001). 
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Regarding software, different forms of regression analysis are widely available in different 

existing proprietary and open source software packages, both in the form of bespoke and off-

the-shelf solutions. We have chosen to implement our tool as a web application using the free 

open source Django web framework and will therefore use existing Python libraries that offer a 

wide range of regression analysis methods. 

3.6 Forecast Support Tool 
Our research is the result and a sub-project of 4C4More, with whom SCA is affiliated and has 

indicated the need for a demand forecast support solution. After examining this need through 

preliminary interviews on the (currently unsupported) business process, we have decided in 

agreement with different department managers to design a forecast support tool. This is a form 

of Forecast Support System (FSS) and a particular type of a decision support system (DSS) 

(Fildes et al., 2006) where the manager's judgment plus the model embedded in the system can 

provide a more effective solution than either alone (Keen & Scott Morton, 1978). 

The forecast support tool is meant to be used to support forecasters in their decision-making 

and not to make the decisions for them. An example is provided by Fildes et al. (2006): 

"statistical models are adept at finding patterns in large volumes of data, while managers can take 

into account the effects of special events like future product promotions. Such special factors are 

often treated as noise by statistical models, because the reliable estimation of their effects is 

precluded by a paucity of data." 

The tool's main goal is to examine special events (promotions) and to identify and explain the 

relationship between explanatory variables and promotional sales. To make this information 

explicit, an overview of variables is presented that affect promotional sales and the nature of 

that relationship. This causal information can then be interpreted by the forecaster and included 

in his judgment when planning a new promotions. Prior research has demonstrated this 

practice this improves forecast accuracy (Lim & O'Connor, 1996; Lee et al., 2007). Because the 

forecaster is able to adjust variable values and immediately witness the effects, he can examine 

the dynamics of the promotion.  

The downside of regression analysis is that the model is informed or supported by the extent to 

which they fit past observations and they may be inapplicable to conditions that will apply in 

the future (Goodwin & Wright, 2010). Further, promotions are unique in nature and demand 

special attention as not all information can always be quantified and used in a statistical model 

(Sanders & Ritzman, 2001). This is why a forecast support tool should be able to record 

judgment involved with each promotion (Flores et al, 1992; Webby et al., 2005). In our case this 

would be relevant but no such data exists for previous promotions.  
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4. Study Design 
This chapter begins by analyzing the problem area (Section 4.1.1) and defining a problem 

statement as posed by SCA (Section 4.1.2). In our case, information should be provided on the 

relationship between the different promotion attributes and  sales based on historical data. This 

can help SCA make better informed and conscious decisions when planning future promotions 

and supply. We continue by structuring and modeling this problem in order to help us 

understand the problem better. We conducted semi-structured interviews with five managers at 

the start of the research process and during the research we also interviewed employees of the 

involved departments and performed observations to gain insight in the business operations. 

Adding structure in these operations is useful for exploring the solution space and enabled us to 

propose a set of design principles that can help solve the business problem (Section 4.2). 

We have chosen to address the problem by developing a forecast support tool. Because this can 

be classified as an FSS which is a particular type of a DSS (Fildes et al., 2006), we use the DSS 

development framework proposed by Sprague (1980). This framework divides a DSS in three 

components:  a database, a model base, and a user interface for linking the user to each of the 

previous two. We therefore begin by describing the data that is at our disposal (Section 4.3), 

followed by a data analysis model to address the model base component (Section 4.4). We have 

selected a model that has been widely used in similar marketing problems, and therefore has 

proven itself to be effective. Finally, we address the user interface and the system architecture 

of our forecast support tool to show how it could be implemented (Section 4.5). 

4.1 Problem Analysis 
The purpose of this section is to address the business problem by defining the problem 

statement after having analyzed the problem area. 

4.1.1 Analysis 
SCA is in the business of selling FMCG to different retailers, who in turn sell the goods to 

consumers. As is generally the case for FMCG, the goods manufactured by SCA have a low profit-

margin, but a high stock-turnover. That’s why a substantial amount of earnings is realized 

through sales promotion campaigns which are organized in agreement with the retailer. During 

these promotions products are sold in much higher volumes than is the case with regular sales, 

and despite the significant lower prices they constitute substantial cumulative profits. Because 

of these sales peaks, and limited production and storage capacity, SCA is required to forecast 

sales in order to prevent (significant) over- or underproduction.  
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Forecasts are made both for baseline sales as for promotional sales, but the latter is far more 

important as it’s an important mean to generate sales, make profits, but also to create brand 

awareness and attract new customers. Promotions are characterized as irregular events in 

terms of time interval sizes between two promotions and are rather unique in nature because 

its attributes may vary over time. The attributes basically shape a promotion by defining for 

instance the price, promotion type (e.g. buy one get one), availability (e.g. limited stores) and 

form of advertising (e.g. folder). Every campaign is carefully planned in advance and its 

attributes are determined through a negotiation process with the retailer.  

It is a challenge to predict sales for each promotion because every negotiation process may yield 

a different set of attribute value combinations, and furthermore there are different retailers to 

organize a promotion with. Experience has shown that promotional sales tend to vary 

substantially over time and that promotional attributes are responsible. However, it is a 

problem when it comes to discovering the relationship between different attributes and their 

realized sales, because firstly there's no central repository of all historic promotions that can 

provide a structured overview of previous promotions. This has resulted in a situation in which 

forecasters mainly have to rely on their own memory and experience. Secondly, this 

shortcoming prevents for instance statistical analysis of historic data in order to acquire insight 

in what has affected promotional sales and in what way. Identifying these relationships is 

therefore based on human judgment. 

4.1.2 Problem Statement 
The fact that decisions are based on human memory and experience entails certain implications. 

First of all, the human's limited cognitive ability means that only a small sample of past cases 

may be recalled (Lee et al., 2007) and because promotions are rather unique and different from 

each other it is more likely specific details will be forgotten (Schank, 1982). Secondly, 

experience is intangible and difficult to transmit to between individual. If a person is not 

available or leaves the organization, so does his experience. Thirdly, even if a central repository 

were available for memory-support, it is a difficult and time-consuming task to analyze all the 

information in order to identify relationships in the data. This leads to the following problem 

statement, as posed by SCA:  

 Is it possible to design a forecast support tool that can manage promotions and their 

attributes, and provide forecasters with insight on the nature of the relationship 

between different promotional attributes and promotional sales? 
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4.2 Problem Structure 
In order to gain insight into the business problem, we conducted semi-structured interviews 

with five managers at the start of the research process. During research, other involved 

employees were also interviewed and observations were performed to understand the business 

operations. Using this knowledge, the addressed problem is structured and modeled to help 

develop solutions. Below, the background of the operations is briefly introduced, followed by an 

explanation of the business operations, and a set of design principles is presented. 

Promotions are recorded in contractual agreements, e.g. in terms of the number of promotions 

per year, and are planned ahead and in agreement with the retailer. This can be a large retailer 

that operates in whole of The Netherlands, or a smaller, regional or local store that operates in 

only a part of the country. A large retailer has more capacity and flexibility in its logistic 

network and sells more during a promotion. A group of smaller regional retailers has 

established a strategic partnership which allows them to order large volumes together and take 

advantage of a large volume discount. However, large volumes require an adequate lead-time 

for the factories and therefore a strict deadline for fixing a promotion, which is set at six weeks 

prior delivery. All the promotion characteristics should be known and fixed before this deadline. 

 Design principle 1: The tool should track planned promotions and notify the user about 

approaching deadlines. 

The promotion characteristics are determined through a process of negotiations between the 

retailer as an external party, and the internal departments of customer marketing, customer 

service, account manager and the factories. Each party analyzes the proposal based on their 

own interests and determine whether it's appropriate and feasible. When a retailer requests a 

promotion at the designated account manager, it is registered as a prospective promotion. 

Initially, the most important elements are the delivery date and product, after which the 

promotion is designed in greater detail by determining other characteristics like price, 

packaging size, position and advertising type. Throughout the negotiation process those values 

are subject to change, but should eventually be fixed on time for the deadline. Finally, last but 

not least, a sales forecast is determined, also in agreement with the retailer. 

 Design principle 2: The tool should allow the user to add a new planned promotion to a 

central database, in a structured way, and allow adjustments and changes to be made to 

take into account the negotiation process. 
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The process of determining the sales forecast is currently mainly influenced by the large 

retailers that have a good bargaining position, and SLA's that require on-time delivery of the 

requested product volume. This has resulted in structural overproduction. SCA has insufficient 

insight in what effects promotional demand, but could use that understanding to gain a better 

bargaining position if it could argue that, and justify why the retailer is too optimistic. This can 

be realized by comparing a planned promotion to similar previous promotions and provide 

insight into the factors that affect demand and their relationship to demand. 

 Design principle 3: The tool should analyze previous promotions and provide an 

accessible and comprehensible overview of identified explanatory variables and how 

they relate to demand. 

To summarize, Figure 2 depicts the promotional planning structure, beginning with the 

promotion proposal, followed by the negation process, and concluding with fixing the 

promotion characteristics.  

Promotion 
Proposal Promotion Fixed

AdjustmentsAnalysis

Negotiation Process

 
Figure 2: Promotional Planning Structure 

In order to implement the analysis part of the tool we need data on previous promotions, which 

is discussed in the next section. 

4.3 Data Description 
Data were available on three major SCA FMCG brands in the Tissue and Personal Care product 

categories. These brands consist of sub-brands and sold by retailers in The Netherlands. The 

data we used originated from four different sources, two of which are provided by a third party 

marketing research companies. First, PI Web is a business intelligence tool from Publi Info 

which contains information about historical sales promotion campaigns based on product 

(brand & product structure), advertiser (chain structure), insert properties (prices) and leaflet 

(spreading, type and circulation)2

                                                             
2 Source: www.publi-info.com 

. Publi Info gathers this information from every form of 

printed retail – end-user communication like folder, flyers, door-to-door inserts, national press 

advertisements, and mailings in the Benelux2.  
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The tool provided data on promotion date, the involved retailer, selected, category, brand and 

sub-brand, packaging size, promotion quantity, discount structure, folder circulation & share, 

media type, feature position, and folder & reference price. Using the latter two the discount can 

be calculated. Figure 3 presents an overview of the organization and product structure on three 

different levels. A supertradegroup is a holding company that can own multiple supertraders 

under different names. A supertrader may have different retail formulations (e.g. small, regular, 

large size). Smaller retailers can be local and are not always part of a supertradegroup or 

supertrader. The products are structured by category, in which multiple brands may be 

managed, usually divided into sub-brands with a variation in product types. 

SuperTrader 1 SuperTrader 2 SuperTrader N

Retailer 1...N Retailer 1...NRetailer 1...N

SuperTradegroup

Consists of

Consists of

Brand 1

Type 1...N

Brand 2

Type 1...N

Brand N

Type 1...N

Product Category

Consists of

Consists of

Le
ve

l 2
Le

ve
l 3

Le
ve

l 1

 
Figure 3: Retailer and Product Structures 

We are only interested in Dutch market and 638 promotions were available over a four-year 

period. This is enough to examine the supertrader and brand-level, but once more data is 

available they can be examined on a more detailed level. Comparing this to SCA's internal 

records, we found a small number of promotions to be absent from PI Web, but were able to 

reconstruct some of those using Excel files in which promotions are documented. 

Second, ACNielsen Buy provided weekly sell-through levels for the same four-year period. There 

are two remarks with regard to this data:  (1) it also includes sales during non-promotion weeks 

and (2) sales are not only subdivided into sub-brand variants but also packaging size. Using the 

promotion dates obtained from PI Web, we were able to filter the data leaving behind only sales 

for the promotional weeks, but still divided into variants. This was addressed by cross-

referencing the packaging size obtained from PI Web with the variant description in the 

ACNielsen data. The resulting sales numbers can now be matched to every specific sales 

promotion campaign as identified in PI Web. 

Third, SAP is used for planning purposes and contains information such as forecast numbers 

(produced by employees) on both baseline and promotional sales, and the customer order 

quantity and delivered quantities. Our focus is on promotional sales, and we can use previous 
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forecasts to validate our model in a later stage. Some retailers may return unsold quantities 

after the promotion has ended and therefore customer order and delivered quantities do not 

accurately state what quantity was actually sold to consumers during the promotional 

campaign. We are only  interested in the quantities sold to the consumer, which is the sell-

through quantity we already have obtained from the ACNielsen data. 

Fourth, various Excel files provided complementary data to the previous sources and because 

they are more concentrated on internal planning they also provided documentation for the 

business process. For instance, products are also accompanied by base material numbers and in 

some instances financial information is present. What is conspicuous is that different 

departments often work with different worksheet formats which can also vary by brand. This is 

because some employees started keeping their own documentation to make an overview based 

on their own interests. Sales is mainly interested in financial performance, marketing in product 

presentation, customer service in service level, and account managers in contractual 

agreements. 

All four sources have one major disadvantage: due to restrictions by the third-party software it 

is not possible to automatically access the three information systems, while the Excel files lack 

structure and standardization. Nevertheless, it was possible to export our data of interest into 

Excel worksheets which we than all merged into one single structured database. This step 

allows our tool to retrieve all the relevant data from one central location. The model used for 

data analysis is presented and discussed in the next section. 

4.4 Data Analysis Model 
Because we want our tool to analyze the relationship between several independent variables 

(promotion characteristics) and a dependent variable (promotional demand), we deem 

regression analysis to be appropriate (Armstrong & Green, 2005). Armstrong (1985) further 

argues that simple models should be used in terms of the number of equations, number of 

variables and the functional form.  

Several studies that have been discussed in Section 2.3 have mentioned multicollinearity 

problems may be present in marketing models in the context of promotional demand 

forecasting (Leone, 1987; Pole & West, 1991; Shao, 1997). This phenomenon has been widely 

recognized and addressed in other marketing research studies (Mahajan et al., 1977; 

Timmermans, 1981; Olsen & Granzin, 1990; Moorman et al., 1993; Christen et al., 1997; 

Malthouse, 1999; Grewal et al., 2004; Baltagi, 2005; Osinga et al., 2010; Hair et al., 2011). We 

therefore first conducted a preliminary analysis which confirmed the presence of 

multicollinearity and then apply ridge regression analysis to solve this problem. 
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4.4.1 Preliminary Analysis & Multicollinearity 
Often the explanatory variables in marketing models are highly correlated with each other, 

which is a condition referred to as multicollinearity (Farrar & Glauber, 1967). The ordinary least 

squares method assumes independence between explanatory variables, and using the method 

results in inflated estimates with high variance and whose signs may reverse with negligible 

change in data (Hoerl & Kennard, 1970). It further prevents the disentangling of the separate 

influences of the explanatory variables (Kmenta, 1971). There are various methods available to 

detect and diagnose this condition, three of which are discussed below. 

First, the correlations among the predictor variables can be calculated. A high correlation 

between two or more variables could be a first indication multicollinearity is present, however 

this is not necessary (Kmenta, 1971). Table 2 contains correlations between seven variables 

that are included in the model. Due to proprietary data we do not name the variables at this 

stage, but refer to them as  Χ1, Χ2... Χn presented in an arbitrary order. Several strong and 

moderate correlations exist, which could point to the presence of multicollinearity.  

Table 2: Correlation Matrix for the predictor variables 

 Χ1 Χ2 Χ3 Χ4 Χ5 Χ6 Χ7  

Χ1 1.000 0.972 0.881 0.265 0.146 0.309 0.227  

Χ2  1.000 0.439 0.537 0.183 0.251 0.789  

Χ3   1.000 0.861 0.994 0.407 0.286  

Χ4    1.000 0.472 0.294 0.240  

Χ5     1.000 0.728 0.133  

Χ6      1.000 0.254  

Χ7       1.000  

 
Multicollinearity need not necessarily cause any problems in inference (Maddala, 1992), which 

is why now we examine the sensitivity of the structure of the data by adding or removing either 

(1) variables or (only a few) (2) observations, and investigate whether large shifts in the 

estimated regression coefficients occur (Hoerl & Kennard, 1970; Vinod, 1978). This is indeed 

the case in most instances and demonstrates very unstable parameter estimates. Timmermans 

(1981) states that "this leads to a situation in which it is hard and often impossible to obtain 

stable and precise estimates of all the individual parameters" and forms "a serious limitation 

when a researcher wishes to use the estimated coefficients for forecasting". We conclude that 

this is the objective of our research and therefore turn to ridge regression analysis. 
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4.4.2 Ridge Regression Analysis 
One of the techniques to overcome the multicollinearity problem and produces more stable 

estimates, is ridge regression analysis, introduced by Hoerl and Kennard (1970). Ridge 

regression is an alteration to ordinary least squares regression by introducing a biasing 

(regularization) parameter. This results in more efficient regression coefficient estimations with 

a smaller variance (more stable). We briefly demonstrate this alteration by considering a 

standard linear multiple regression model in which 𝛾𝛾 and 𝑋𝑋 are related: 

 𝛾𝛾 = 𝑋𝑋𝑋𝑋 + 𝜀𝜀 (1) 

where 𝛾𝛾 is an 𝑛𝑛 × 1 vector of observations on the dependent variable. X is an 𝑛𝑛 × 𝑝𝑝 matrix of full 

rank of observations on 𝑝𝑝 explanatory variables; 𝑋𝑋′𝑋𝑋 is a zero order correlation matrix. 𝑋𝑋 is a 

vector of true coefficients, and 𝜀𝜀 is an 𝑛𝑛 × 1 vector of uncorrelated error terms, with  𝜎𝜎2 as 

population variance of 𝜀𝜀. The least squares estimate of �̂�𝑋 for this model is: 

 �̂�𝑋  =  (𝑋𝑋′𝑋𝑋)−1𝑋𝑋′𝛾𝛾 (2) 

 and the variance-covariance matrix: 

 𝑉𝑉(𝑋𝑋′) = 𝜎𝜎2(𝑋𝑋′𝑋𝑋)−1 (3) 

This results in unbiased parameters. By including a nonnegative biasing parameter, the ridge 

parameter 𝑘𝑘 (𝑘𝑘 > 0) in equation 2, we obtain the ridge regression estimation procedure: 

 �̂�𝑋 = (𝑋𝑋′𝑋𝑋 + 𝑘𝑘𝑘𝑘)−1𝑋𝑋′𝑦𝑦 (4) 

The variance-covariance matrix of the ridge regression estimate is: 

 𝑉𝑉(𝑋𝑋′) = 𝜎𝜎2(𝑋𝑋′𝑋𝑋 + 𝑘𝑘𝑘𝑘)−1𝑋𝑋′𝑋𝑋(𝑋𝑋′𝑋𝑋 + 𝑘𝑘𝑘𝑘)−1 (5) 

𝑘𝑘 is the identity matrix through which together with 𝑘𝑘, large values of 𝑋𝑋 are penalized, while 

smaller values are preferred. As k increases, the ridge estimator decreases towards zero. This 

forms the bias, but where 𝑘𝑘 = 0 or 𝑘𝑘 → 0, respectively no or little bias is present and the 

estimates are (almost) equal to the estimates as provided by equation 2. As 𝑘𝑘 increases, so does 

the bias. The bias is: 

 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏��̂�𝑋� = −(𝑋𝑋′𝑋𝑋 + 𝑘𝑘𝑘𝑘)−1𝑋𝑋 (6) 
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In ridge regression analysis a smallest value of 𝑘𝑘 is selected where all the coefficients first begin 

to exhibit a stable pattern. This is known as the ridge trace method (Equation 4), in which the 

estimated ridge estimators are plotted against 𝑘𝑘 (0 > 𝑘𝑘 > 1). Figure 4 shows such a plot and we 

can observe that the coefficients are relative stable between approximately 𝑘𝑘 = 0.3 and 𝑘𝑘 = 0.4. 

Since ridge regression includes a bias parameter 𝑘𝑘 and minimizes the mean squared error 

(MSE) of the estimators, Hoerl and Kennard (1970), Theobald (1974) and Vinod and Ullah 

(1981) have demonstrated the existence theorem prescribing a 𝑘𝑘 > 0 exists such that the MSE 

of ridge is less than the MSE of the ordinary least squares. The objective is obviously to find this 

value of 𝑘𝑘, while preserving stable regression coefficients. 

 
Figure 4: Ridge Trace 

Although Figure 4 forms a good illustration for the problem and provides insight into the effects 

for a different value of 𝑘𝑘, an automatic selection is preferred for our tool. The reason for this is 

that the optimal ridge solution may be different for every retailer-product combination,  

yielding a different 𝑘𝑘, and may furthermore change over time. Different methods have been 

presented in the literature but we will use Generalized Cross Validation (GCV) which is a 

computationally more efficient form of Leave-One-Out cross validation (Golub et al., 1979). This 

is one of the most common implemented methods used to choose a ridge parameter in 

statistical packages like SAS, S-PLUS and Mathlab. We will use the open-source SciKit-Learn 

module that has automatic selection of 𝑘𝑘 implemented using GCV. 

Although we can use ridge regression to cope with the data, Maddala (1992) points out that 

weak data and inadequate information are likely the sources of the multicollinearity problem. 

For future purposes, it is therefore helpful to gather more data, but first it should be examined 

what additional data will be most helpful. Chapter 2 may provide some guidance on this issue. 
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4.5 System Architecture 
This section describes the system architecture of the forecast support tool and will first briefly 

address the high-level implementation choices, followed by a description of the various other 

aspects of the user interface. 

4.5.1 Implementation Choice 
In order to develop the forecast support tool we have selected the Django web application 

framework, written in Python, and is a good choice for a database-driven application like ours. 

Because it is platform-independent, it can be deployed in a production environment on any web 

server that supports the Python programming language. An advantage of this client-server 

architectural model is that a user only needs a web browser with in our case also JavaScript 

support. Another advantage is that it can be used by multiple users simultaneously which suits 

our particular purpose as different departments are involved in the business process. The built-

in authentication system controls permissions for specific users or departments.  

Django also offered a major advantage for the development process of the tool that entails the 

availability of numerous software packages, libraries and extensions. This are existing modules, 

developed by the community, that offer certain functionalities or features and are readily 

available to be implemented with Django. It was necessary to use several of these modules, for 

instance SciKit-Learn that together with SciPy/NumPy enables estimation of statistical models. 

A complete overview of these and other modules that were used and their description can be 

found in Appendix A: Table 5.  

A possible alternative to this choice of implementation is integrating or linking the tool to an 

existing information system or database. Due to technical restrictions and company policy this 

was not possible now, but could be considered in the future. 

4.5.2 User Interface 
The user interface is the component of the tool that links the user to the database and model. 

Because our tool is web-based, the graphical user interface consists of web pages. To make the 

application user-friendly, we have chosen to implement a dashboard which is the first thing a 

user sees when the application is accessed. This can be labeled as the beginning of the main 

workflow trajectory as depicted in the activity diagram in Figure 8. The dashboard presents an 

overview of two sections with information: on top is an overview of planned promotions and 

below an overview of previous promotions with missing realized sales data. Figure 5 shows a 

screenshot of the dashboard with dummy data and the retailer names and product codes 

concealed. Using the buttons on top, columns of interest can be selected while hiding the rest. 



 

36 

 

This list incorporates a warning system for approaching deadlines, which is an important aspect 

with regard to the required production lead-time. If a deadline is due within 4 weeks, 

promotions will be highlighted orange if no forecast has been determined yet. In case of 2 weeks 

or less, it will be highlighted red. The bottom list notifies and urges the user to provide the 

realized sales for the promotions. This is important because once this information is provided, 

the promotion can be included in future analyses. This helps build the promotion database. 

Another aspect that helps build the database is the function to add events (Figure 6) by filling 

out a form with a set of required fields. This is depicted as the second user-initiated activity 

shown in Figure 8. Some may have a predefined set of options that are directly acquired from 

the database, which is supposed to minimize the risk of false user input. If for the other fields 

invalid user input is detected, an error message is displayed next to the affected field with 

instructions. This could for instance be a wrong character type (e.g. letters instead of numbers) 

or data formatting (e.g. date). Once all fields have been filled in correctly, the promotion is 

created and added to the list with planned promotions. 

 
Figure 5: Dashboard 
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Figure 6: Add Promotion Form 

The need to maintain the database originates from the fact that promotions are subject to 

change during the negotiation process (Section 4.2), and therefore we also implemented a 

function to edit a promotion. This step is not shown in Figure 8 because it is facilitated by the 

same form as for adding a new promotion (Figure 6). Any adjustments are tracked and kept in 

the event log with information about which attribute has been changed and by whom. 

Additionally, optional comments can be added to the log by the user to explain any committed 

changes. Over time, this will permit a new feature to be implemented that can analyze the 

change logs to find out whether or not adjustments have contributed to a more accurate 

forecast. In order to provide memory (Hoch & Schkade, 1996) and similarity support 

(analogies) (Green & Armstrong, 2004), the user can use the search and filter function to find 

similar promotions. 

So far we have discussed the part of the tool that concentrates on building and maintaining the 

database. The next part is the analysis functionality, facilitated by SciKit-Learn and other 

supporting Python modules. It aims to provide insight into the dynamics of promotions at 

different retailers and for different products. Analysis takes place after a certain promotion has 

been selected from the dashboard or from the search results. This is the third user-initiated step 

shown in Figure 8. At this point the aggregation level for retailer and product can be selected 

(Section 4.2) based on which the system extracts an appropriate reference class. Next the 

coefficient estimates and confidence intervals are calculated by the regression model and a 

graph is generated for each attribute to present its relationship to the realized sales (Figure 7). 
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We have also chosen to enable user interaction by adding a dynamic component in the form of 

sliders through which the attribute values can be adjusted. After adjusting a value, the model is 

automatically recalculated at run-time and the user can immediately witness the effects of his 

actions in the graphs. For example, if the folder price is adjusted it will have an effect on the 

relationship of the other attributes. This allows the user to explore the dynamics of the 

promotions and experiment with different values without the need to repeat the whole process 

again. Once the user has made a decision he can edit the promotion by providing a forecast or 

leave this for another time. After the promotion has passed, it will be moved on the dashboard 

from the upper list to the bottom list and will remain there until the realized sales are added. 

This data is provided by ACNielsen, but needs to be entered manually as it is not possible (yet) 

to directly link the tool to the ACNielsen database or to distinguish between promotional and 

non-promotional observations. 

 
Figure 7: Regression Results Overview 

Apart from our choice to implement our tool in Django/Python (Section 4.5.1), there are various 

alternatives or extensions that can be considered within the tool. For example a different 

statistical module could be used or additional models added to provide users with more options 

to analyze the data and to compare the results from different models. Also, additional data could 

be added that captures additional explanatory variables from other dimensions like consumer 

response or in-store presentation (Section 2.2) and also contribute to the promotional effect. 

Literature suggests this would result in a model that can better explain the variance, but at this 

stage we only had a limited number of variables available and have tried to utilize these as best 

as possible while providing a platform that can be expanded in the future. 
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Figure 8: Activity Diagram 
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5. Evaluation 
As noted in chapter 3, the evaluation of an artifact is an important part of design science in 

information systems research and is considered to be a process. This chapter discusses the 

evaluation methods that we applied during and after the development process. Our 

development process consisted of four iterations, and after every iteration we performed 

testing (Section 5.1) to assessed to which extent the identified problem has been solved, but 

may also uncover mistakes, faults, failures and errors. In order to guarantee quality, functional 

and structural testing methods were performed. We further perform a descriptive evaluation in 

order to demonstrate the utility of the tool (Section 5.2) and finally assess the predictive 

performance of the tool. 

5.1 Testing 
An evaluation method appropriate for our research is software testing which can be classified as 

the 'box approach' and divided into black- and white-box testing. Because we are testing a tool 

that we developed ourselves, we can use both box approaches and the testing type is classified 

as development testing. The other testing types are functional (which is part of black-box 

testing) and destructive testing (deliberately providing invalid input). 

5.1.1 White-box testing 
White-box (or: structural) testing is used to assess to what extent the programming code 

complies with the design specifications, by looking whether the internal (data) structures and 

workings of software contain faults, failures and errors. Because this type of testing requires 

programming skills and insight in the internal workings of the software architecture, it is the 

developer who is most capable of performing this task. We conduct white-box tests during 

development and is therefore classified as development testing. 

Testing can take place on unit, integration and system level, but structural testing is most often 

applied on unit-level. Unit-level testing among others provides information on the existence of 

dead (unused) code and the correctness of used logic and algorithms. There are different 

techniques to design a test case, which include path testing and control flow. In path testing first 

all possible paths through the software are identified and then selected in such a way that every 

statement/method has been executed at least once. The tester can then examine each path. 

Control flow testing involves assessing if methods and method calls are executed in the right 

order, which means it looks if the right choices are made during execution in what in the end 

will constitute a followed path.  
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Only code we have written ourselves is subjected to tests, as we do not possess the required 

programming knowledge of the software packages and libraries we have used that were 

developed by other parties. An overview of the third-party software is found in Appendix A: 

Table 5. For the code we do subject to tests, we make a distinction between Python methods and 

JavaScript methods. The Python code forms the inner working of the tool and interacts with the 

database, performs the calculations, and prepares the data which is supposed to be presented 

on the user-interface (web-page). The JavaScript code is utilized to render the dynamic 

(graphical) features of the web-page. An overview of the tested methods, their purpose and 

supplemental information can be found in Appendix B: Table 6 & Table 7.  

We performed structural testing initially and mainly on the unit-level (mainly iteration 1 & 2) to 

examine the code and workings of each method individually and to ensure it does what it is 

intended to do. Using test code, methods are called with accompanying parameters, utilizing all 

possible paths, and the return value is compared to the expected value. As we constructed new 

methods that call previously created methods, or methods from existing software, we moved on 

to integration-level testing (mainly iteration 2 & 3). On this level we verified whether the new 

code interfaces and interacts correctly with other components.  

5.1.2 Black-box testing 
Black-box (or: functional) testing is used to assess to what extent (implemented) software 

functionality complies with the design specifications, without looking at the internal software 

structures. This method therefore does not require knowledge about programming or the 

internal (data) structure, but does require knowledge about what the software is supposed to 

do. We performed unit- and integration-level testing with white-box testing, as for black-box 

testing we performed system-level testing to test the tool as a whole. Due to a different mindset 

between a software developer and end-user, this type of testing requires collaboration between 

the two if the first party wishes to satisfy the needs of the second party. An end-user is able to 

provide certain insights based on expert knowledge and experience which the developer lacks. 

Testing proceeds by first developing test cases which mainly consist out of the identified 

function that is being tested, the input and the expected output. Nonetheless, non-functional 

tests can also be used. Next the test case is executed and the result is compared with the 

expected output. In our case not every function is also tested in terms of structural testing. Input 

validation is an example because it is already an integrated in Django so we test it as a function, 

but not the code itself with our structural tests. A summarized overview of the tested functions, 

their purpose and supplemental information can be found in Appendix A: Table 8.  
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5.2 Descriptive Evaluation 
Descriptive evaluation is useful in demonstrating the utility of software, which is mainly a 

combination of behavior and opinion based measures. We begin this evaluation by briefly justify 

the implementation choice, assisted by information from the knowledge base. We then depict a 

scenario and reflect back to the design principles (challenges) as proposed in Section 4.2, 

supported by information from prior relevant research. The scenario is based on real company 

data, but due to proprietary data, numbers, company and product names have been concealed. 

According to Sprague (1980) and Power (2004) we can classify our tool as a model-driven, task-

specific, web-based FSS that targets internal users. Integrating the model into the tool can help 

gain a competitive advantage (Thearling, 1998). The choice for a web-based tool is based on 

advantages it has for both the development stage and deployment of the tool in a business 

environment. The advantage of developing with Django is that numerous modules already exist 

and can be used in our project, which saves time compared to programming everything 

ourselves. Because these modules are open-source and usually the result of community 

collaboration, they have already been extensively tested and updated on a regular basis. 

The advantage of deploying a web-based application is that it can be accessed from any client 

computer with a web-browser, hence a thin-client is sufficient (Power, 2004). Another 

advantage is that it enables the business to centralize and control information while allowing 

simple and easy access to the application over LAN, intranet or the internet allowing access to 

multiple users simultaneously (Power & Kaparthi, 2002). Centralization of the data is an 

important aspect that enables marketing data manipulation, transformation, and analysis to 

discover usable patterns and relationships (Rygielski et al., 2002; Lee et al. (2004). Accessibility 

is also important because different departments are involved in the forecast task.  

For our scenario, we add a new planned promotion to the database using the form as shown in 

Figure 6. Some fields (e.g. product,  retailer) are always predefined and therefore implemented 

as a dropdown list in order to minimize the risk for input errors (Asimakopoulos et al., 2009). 

The options are retrieved from the database and can be managed through the admin interface. 

The structured nature of the form helps build and maintain the database which in time results 

in growing reference class that will enable more extensive analysis methods in the future. After 

the form has been filled out correctly, it can be saved and added to the database (see Figure 9). 

Previous promotions can also be looked up for memory support (Schank, 1982; Hoch & 

Schkade, 1996) or criteria can be provided for a filter to look up similar previous promotions for 

similarity support (Green & Armstrong, 2004). 
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Figure 9: Search & Filter Functionality 

We continue by examining the dashboard which now also includes the promotion that was just 

added. We can observe one promotion highlighted orange whose deadline is in less than four 

weeks, and another promotions highlighted red whose deadline is in less than two weeks. 

Highlighting is a design issue that provides better insight to the user (Asimakopoulos et al., 

2009). We can therefore conclude design principle 1 has been satisfied. To serve the negotiation 

process, promotions can be edited using the same form as in Figure 10 and any adjustments are 

recorded for each user. This allows changes to be tracked and will enable analysis of these 

changes in the future (Lee et al., 2004; Fildes et al., 2006). Reflecting to the ability to create new 

events that are added to the centralized database, these aspects satisfy design principle 2. 

 
Figure 10: Change Log 

Finally, we address the analysis component by using the promotion that was just created as an 

example. This is an automatic process without required any further user-input to produce the 

results as shown in Figure 7. The page provides information about the relationship between 

different attributes (predictor variables) and sales (dependent variables) (Fildes et al., 2006). 

We chose to visualize this using graphs with a regression line and a confidence interval in order 

to provide better insight in the relationships (Keim, 1996). For instance, the higher the 

reference price, the higher the promotional sales. An explanation could be that more expensive 

products are preferred over cheaper products during a promotion. Another, stronger 

relationship, is the quantity in one consumer unit: a higher quantity results in higher sales.  
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Because of the dynamic user interface (Shaw et al., 2001), attribute values can be adjusted in 

runtime using the sliders which automatically adjusts the graphs according to the model. This 

enables the user to further examine the relationships by adjusting one or more values. Unlike in 

Lee et al. (2004), where only one variable could be adjusted, our tool provides a more extensive 

form of adaptive support (Kleinmutz, 1990; Hoch & Schkade, 1996) by allowing adjustments to 

be performed on multiple variables at once. This enables the user to further explore the 

dynamics and patterns involved with promotions and we can therefore conclude design 

principle 3 has been satisfied. 

5.3 Model Evaluation 
Using previous evaluation methods we have determined our tool has been successfully 

implemented with sound code and provides the required functionality based on the proposed 

design principles (Section 4.2). We have selected and determined that ridge regression is the 

appropriate model to analyze the data currently present at the case company (Section 4.4) but it 

is interesting to also examine model performance. Common critique for this model is that it 

introduces bias, violating regular linear model theory, but in return we acquire a more stable 

system, coefficients that are closer to their true value and carry the proper sign, and the residual 

sum of squares is not inflated (Hoerl and Kennard, 1970). 

For this research observations were relative scarce and the set of explanatory variables 

available covered only a part of all the potential useful variables as suggested in Section 2.2. The 

implication of this can be perceived through the coefficient of determination (R2) that expresses 

how much variance is accounted for by the model. Because we used data from the case company 

that deals with three different retailers (supertraders) and three different brands that 

respectively (may) exhibit different behavior and properties, a separate model is used for each 

of the possible retailer-brand combinations. This at the same time is the key for the tool when 

selecting an appropriate reference class. An overview of the R2 for each of these retailer-brand 

combinations is given by Table 3.  

Table 3: Coefficients of Determination 

  
Retailer 

 

R2 I II II 

Br
an

d 

A 0.67 0.62 0.59 

B 0.39 0.43 0.48 

C 0.41 0.44 0.45 
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The values are relatively low, but it should be taken into account that, compared to the potential 

variables presented by the literature, only a limited number of variables were available for this 

study. This is likely what has caused the multicollinearity problem, and introducing additional 

adequate data like for instance consumer behavior and in-store presentation that cover the 

marketing mix more extensively, might improve model fit. Furthermore, our (highest) R2 values 

are comparable to those reported by for instance Doyle & Saunders (1985) and Bell et al. (1999) 

that account for 63% and (up to) 70% of the variance, respectively, for the same product 

categories. The low fit for brands B and C can be explained by a significant lower amount of 

observations compared to brand A and the fact that we had access to a less explanatory 

variables than the mentioned studies. This suggests that gathering these currently unaccounted 

for variables should improve model fit overall, but especially brands B and C. 

A factor that is known to affect promotional performance are promotions that are organized by 

competitors shortly before the promotion of the case company. Affected promotions can be 

classified as outliers within the model as sales substantially suffers from the stockpile effects 

caused by the previous promotion. When these outliers are removed, R2 shows overall 

increases, though in different magnitude (Table 4). The reason is that brand A has had by far the 

most number of promotions, almost two times more than brands B and C combined, and is 

therefore more likely to have been affected by a competitive promotion that has taken place in 

the few weeks preceding the own promotion. Because the case company's lead-time is 7 weeks, 

by the time a competitive promotion is perceived it's already too late and  therefore it is not 

realistic to include this in the model but should be regarded as a managerial implication. 

Table 4: Coefficients of Determination without competitive outliers 

  
Retailer 

 

R2 I II II 

Br
an

d 

A 0.71 0.65 0.64 

B 0.40 0.46 0.50 

C 0.44 0.46 0.48 

We can test the model performance by taking a hold-out data sample that has not yet been 

'seen' by the model. Because of the relative low frequency of promotions this sample is too small 

to apply conventional validation methods. However, ridge regression in our case already implies 

generalized cross-validation (Section 4.4.2) that should always guarantee the most optimal 

model fit. Nevertheless, we try to provide insight in model performance by taking several 

promotions that took place after the latest promotion that was included in the dataset to train 

the model.  
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We compare model output to the case company's internal forecast measure, FEX-6, which 

expresses performance as a percentage error between the forecast six weeks prior to delivery 

and the actual ordered quantity in the week of delivery. Cases in which the date of the 

promotion has been moved after an initial forecast has been made, immediately disrupt the 

FEX-6 by pushing it to excessively high levels. It is not fair to compare these cases to the model 

output and have therefore been omitted. Also, brand B has too little overall observations to 

produce reliable results and no useful hold-out sample. In order to illustrate model 

performance, we report the results of the best and worst performing brands, which are 

respectively brand A (Figure 11) and C (Figure 12) at retailer I.  

 
Figure 11: Model Performance Brand A at Retailer I 

 
Figure 12: Model Performance Brand C at Retailer I 
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We can observe in Figure 11 that the model outperforms the FEX-6 in all instances, but that the 

difference in error seems to decrease as the overall error rate decreases. It should be noted that 

A1 and A5 have had almost an identical promotion structure, which is why their results are very 

similar. As for brand C, the difference in performance between the model and FEX-6 is relatively 

small, although the model performs better in three out of the four instances. This is likely 

caused by the small amount of observations in the training dataset and/or that certain 

important explanatory variables are missing in the model. C3 has a remarkably better FEX-6 

performance overall, but also compared to the model which performance worse. This could 

indicate that certain information was available to the manager but was not accounted for by the 

model.  

Two major assumptions exist for FEX-6. First, it is assumed that the promotion attribute values 

have not been adjusted by the case company or retailer after the forecast has been determined. 

Any changes made thereafter are likely to affect the eventual promotional sales and disturb the 

forecast and FEX-6. We did not have the resources to retrieve all of this information and 

therefore the model does not account for any possible adjustments that may have happened. 

Second, FEX-6 is based on a forecast of, and the order quantity itself (by the retailer) and not the 

actual sell-through quantity. This practice seems reasonable since the case company has to 

comply to certain Service Level Agreements (SLA), but it may be a complicating factor because 

the two quantities may be significantly different as demonstrated by e.g. Goodman & Moody 

(1970). The question remains where the balance lies between service level and forecast level, 

and whether the current performance measure is appropriate. Furthermore, all of the studies 

discussed in Section 2.2 and 2.3 use actual store sales numbers (sell-through quantity) as the 

dependent variable. In many cases this data is provided by ACNielsen, which is also the data 

source used in our model.  
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6. Conclusion 
This research has followed the design science framework for IS research as presented by 

Hevner et al. (2004), which includes seven guidelines. This chapter first discusses each one and 

how they apply to this research. Then the managerial implications are presented, followed by 

addressing the research limitations, and finally recommendations for future research. 

6.1 Conclusions 
As required by the first guideline, design science research should produce a viable artifact in the 

form of a construct, a model, a method, or an instantiation. Conform to the first guideline, this 

research resulted in a tool (instantiation) that provides insight to forecasters about promotional 

dynamics. The second guideline requires the development of a technology-based solution to an 

important and relevant business problem. The business problem addressed by this research 

originates from SCA and implied the desire to be able to analyze and present the dynamics of 

sales promotion campaigns so that it can be used for forecasting purposes.  

The limitations within the (technical) environment and infrastructure concern the different data 

sources that cannot be linked. This is why the tool incorporates a new structured and 

centralized database which contains all previous promotions in terms of their attributes and 

result. This solution allows easy analysis, despite the stated limitation. The user interface 

facilitates easy management of promotions, new promotions can be added, and based on the 

attributes the tool analyzes previous promotions and presents the results terms of relationship 

between promotion attributes and realized sales. 

The third guideline demands the artifact to be evaluated in order to gain better understanding 

of the business problem and test and improve the utility, quality and efficacy of the artifact. 

Different methods can be applied for this evaluation purpose, which is considered an iterative 

process. Testing in terms of functionality and structure was involved during the development 

process of the tool. As for functionality, this type of evaluation method was able to uncover 

software errors and faults, while structural testing provided information on the internal 

workings of methods. Over the different iterations, these types of testing enabled us to 

appropriately address different problems.  

In order to demonstrate utility it was necessary to deploy a scenario as part of descriptive 

evaluation. The managers and employees that were involved in this research were pleased that 

it was finally possible to get insight in the nature of relationships between different promotion 

attributes and promotional sales. Other advantages are that it suits the business process, the 

centralized database, the visual output, and the possibility to adjust attribute values and 

immediately witness the effects. 
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The fourth guideline dictates design science needs to provide an academic contribution in the 

areas of the design artifact, design foundations, and/or design methodologies, but also to the 

business environment. Within the field of marketing a lot of research has been conducted on 

sales demand in general, but studies on specifically sales promotion campaigns are rare and so 

are software systems that adequately support them. Hence, this research contributed to the 

field of marketing by specifically focusing on promotions and also contributed to the business 

environment by how a tool can be deployed to appropriately support forecasters that deal with 

promotions. We have not found other studies that address this problem by using the type of 

regression analysis and web-based software we used. Considering the limited existing 

knowledge base, these aspects can be useful and a motive for future research projects. 

Research rigor is addressed by the fifth guideline and covers the way in which research is 

conducted, that is the application of rigorous methods in both the construction and evaluation 

of the designed artifact. For this research regression analysis was used, which is a method used 

in forecasting and especially finding (and understanding) relationships between a dependent 

variable and several independent variables. As distinct from most other types of analysis, 

regression does not require time series and is therefore suitable for this business problem. 

Potential evaluation techniques, as discussed in the design science framework by Hevner et al. 

(2004), have been presented and depicted in chapter three and those with sufficient relevance 

were then applied in chapter five. 

The sixth guideline depicts design as a search process in which all available means should be 

utilized in order to reach the ends, while satisfying laws and constraints in the environment. For 

this research software was developed by ourselves, although existing packages and libraries 

were incorporated to implement certain features and functionality. SCA provided data, expert 

knowledge and an environment for development and testing. The amount of data available on 

past promotions constituted an important constraint and formed analysis complications. This 

expressed itself by having less attributes and promotional events available than initially 

anticipated, multiple incompatible data sources, and multicollinearity in the data. Nevertheless, 

solutions were identified and utilized to successfully our objective: for instance. a new 

centralized database was created and a suitable analysis method was found and implemented. 

The seventh guideline asks the researcher to publish the study results to both technology-

oriented and management-oriented audiences. As for the first group this research provides a 

notion on promotions in particular and how the tool provides support. Because repeatability is 

of importance, a detailed description of the tool is provided in chapters four. From this technical 

point of view, future research may be able to deliver further extensions to the knowledge base. 
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As for management-oriented audiences, the tool currently serves the purpose of being an 

example of how a forecast support tool can be designed and implement to effectively support 

promotion forecasters. The tool is a steppingstone and has the potential and flexibility to be 

further extended and improved based on additional or other business needs and environment. 

6.2 Research Limitations 
Some of the limitations to this research had been anticipated, while most turned up during the 

research process. It was known in advance there would be a time constraint that would put 

limitations on the degree of implemented (potential) functionality and features. An unexpected 

limitation which had a significant impact, has been the availability and usability of data due to 

various factors. 

First of all the data pool was sparse which had to do with the scarce nature of promotions, then 

the number of attributes were limited, and finally values were often missing. Because of this, 

there were not as many promotion attributes available as provided by literature to include in 

our research. We should take into consideration there are unrecorded attributes that could be 

useful as explanatory variables and some may be better than the ones that are used now. 

Retail data were also unavailable because sharing information between SCA and retailers is just 

in its infancy and when it does occur it's only to a limited extent. This constrained the level of 

detail that could be applied and led to generalizing promotions on product and retailer group, 

instead of respectively specific brand or product variant and retailer. Also, some products and 

retailers had to be evaded entirely due to a too small number of observations. 

Because of the limited scope and amount of data, it is unclear how additional data would affect 

the current analysis results. Currently, mainly product characteristics are used as variables, but 

literature addresses a various other potential variables that also affect demand. If for example 

market data like (individual-level) consumer behavior was available, additional variables could 

be used, resulting in new insights and possibly different but more accurate analysis results. The 

existing knowledge base provides good examples of how the selected data, focus and level of 

aggregation can affect analysis results: e.g. Gupta (1988) versus Van Heerde et al. (2003). 

Data entry could be appointed as a limitation, because the data comes from existing data 

sources and therefore incites manual work. Though not feasible at the moment, some form of 

automated data entry could be introduced. Finally, a different analysis method choice could lead 

to different results as every method is bound to its own distinctive set of assumptions. We 

selected a method which is able to cope with the (currently) limited and poor data  ̶ though 

more robust, it does introduce bias. 
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6.3 Managerial Implications 
The lack of good data was a great limitation and therefore we suggest management to take 

appropriate steps to gather more data and do that in a structured way. Our tool is a starting 

point to accomplish this, but there is other potential data that has not been explored yet. 

Literature for example suggests that store-level and consumer data could provide more 

explanatory variables and new insights in the effects of promotions. This would lead to more 

opportunities to analyze different dimensions, e.g. effects on the short- and long-term and 

consumer behavior. To accomplish this, more emphasis has to be put on data collection which 

should be a more pro-active task, instead of (solely) waiting for third-party data.  

In addition to the poor data and the multicollinearity problem, management could also 

experiment with promotion design by dropping the conventional designs that have been used 

thus far. Creating different setups and combinations of promotion attributes that have not yet, 

or rarely, been used, attributes could be isolated what may eliminate multicollinearity. These 

experiments could also be conducted on a smaller scale to minimize risk, rather than on a 

national scale, and saves time if organized in parallel. 

We have chosen to only measure promotion performance in terms of realized sales, while it 

could also be a good idea to look at financial aspects, especially on the long run. According to 

literature, the implication of promotions is that demand is borrowed from the future, thus what 

would have been turned over anyway, is being sold for a lower price. If no other reasonable 

gains are realized on market size and market share, the effectiveness and purpose of such 

promotions should be questions. In our case, the specific market is considered turbulent and 

governed by high and increasing promotional intensity. Nevertheless, examining effectiveness 

could result in new strategies with regard to promotions. 

Finally, management should realize forecast support systems only provide support and there 

will always be need for human judgment. Such systems are able to capture key data and offer 

cognitive support to forecasters for what would be otherwise impossible tasks, like memory 

support or analysis of great sums of data. The focus should therefore mainly be on forecasting as 

a management process, and control systems should be implemented before selecting 

forecasting software, preferably in a single forecasting infrastructure (Moon et al., 1998).  

Whatever software is used, training should be provided on how to work with the software and 

to understand the used methods, which could also help gain acceptance. 
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6.4 Future research & Recommendations 
Reflecting to the research limitations, and adjacent to the managerial implications, there are 

possibilities for improvements and extensions in the form of recommendations that could be 

useful in future research. 

Little studies have been conducted in the field of marketing on the topic of forecasting 

promotional sales, especially because empirical data demonstrates increasing promotional 

intensity and importance to manufacturers. This suggests more focus should be put on this topic 

to find suitable methods and techniques and how to deploy them in operational environments. 

Also, existing software systems little, or do not provide effective support for special events like 

promotions. Often little incentive is provided for even the creation of a centralized record of 

promotions (Lee et al., 2007). This is the reason why decisions are mainly based on judgment, 

but even with quantitative methods there is room for judgmental adjustment. The data we have 

used is quantitative, but human judgment is difficult to quantify. Other forms of qualitative data 

can also be considered, though more research is required into how to capture and utilize such 

information.  

Due to the limited data, we had to aggregate on retail and product level, while more data would 

allow to slice down to specific retailers, geographic regions, and specific product variants. This 

could also result in various shifts in results, but should be considered if more insight is desired 

on a more detailed level. This could lead to detection of different behavior for different regions, 

as some promotions become more attractive and  successful than others. Additional information 

on consumer response could identify changes in consumer behavior over time. Having that 

information, could also lead to development of models that anticipate and target such behavior 

based on the business strategy.  

The downside of the ridge regression analysis is that it introduces bias in the estimated 

coefficients but in return we acquire a more stable system, coefficients that are closer to their 

true value and carry the proper sign, and the residual sum of squares is not inflated (Hoerl and 

Kennard, 1970). Although ridge regression is helpful in our situation, weak data and inadequate 

information are likely the sources of the multicollinearity problem. This is why it is 

recommended to first examine what prior and additional information will be most helpful and 

then acquire that data. Prior studies in the field of marketing, like those discussed in Chapter 2 

and decompose the promotion effect, offer insight to what other variables may be useful and 

often also present an underlying theoretical background for their significance. 
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Though forecasting is a small part of the whole supply chain process, it is considered to be of 

great importance by the case company due to its big impact on performance. Future research 

should therefore look at how our approach can be incorporated into the chain, with regard to 

the enterprise resource planning system. Combining this with marketing mechanisms and 

organizational objectives, it could provide improved anticipation and more conscious decision-

making on promotional attributes in the run-up to promotions. Linking the tool with a financial 

information system could allow further analysis of the financial performance and effectiveness 

of promotions. 

Our tool provides a friendly user interface and is able to deliver an analysis within a few clicks 

and by filling out one form. We did have to face the problem that it was not technically possible 

and unsupported to directly connect to existing data sources and automatically extract the 

required data. We solved this by exporting data into worksheets, which we then used to 

assemble our own (standalone) database. This is not necessarily a problem since our tool offers 

the opportunity to manage its database via forms and search function, but this does induce data 

redundancy as the same data can also be found at other data sources. A recommendation would 

be to examine the possibilities of interconnecting these data sources to enable automatic data 

access and extraction. Also, it should be questioned whether our tool is best to be used as a 

separate instantiation, or if it should be integrated in an existing information system like a 

customer relationship management system which was recently introduced in the organization. 
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Appendix A 
The tool is developed using the Django web framework (v1.4.0), implemented in the 

programming language Python (v2.7.3). The following is a list of all the additional packages, 

extensions and libraries that have been used and are required to deploy and run the tool: 

Table 5: Overview used software 

Name Version Description 

Daterange 
Filter 0.1.1 Allows to filter by a custom date range (From date, To Date) 

[pypi.python.org/pypi/django-daterange-filter/0.1.1] 

Grappelli 2.4.2 Alternative Django Admin Page to manage data, grid-based look & 
feel. [www.grappelliproject.com] 

jQuery 1.9.1 1.9.1 JavaScript library for event handling, animation and Ajax. [www. 
jquery.com] 

MPTT 0.5.2 Modified Preorder Tree Traversal' technique for storing hierarchical 
data in a database. [django-mptt.github.com/django-mptt] 

NumPy 1.6.2 Library extension to Python, supports large, multi-dimensional 
arrays and matrices and manipulations. [www.scipy.org] 

Reversion 1.6.3 Version control; roll back to historic point, recover old models, track 
changes. [www.github.com/etianen/django-reversion] 

Scikit-learn 0.11 Utilizes NumPy & SciPy to provide machine learning algorithms for 
data mining and analysis. [www.scikit-learn.org] 

SciPy 0.11.0 
Library depending on NumPy with modules for e.g. statistics, 

optimization, numerical integration & linear algebra. 
[www.scipy.org] 

SetupTools 0.6c11 Enables loading reusable, pluggable, egg-based applications without 
changing Django source code.  [pypi.python.org/pypi/setuptools] 

Statsmodels 0.4.3 Provides complement to SciPy statistical computations 
[http://statsmodels.sourceforge.net/] 

 



B1 

 

Appendix B 
Table 6: Structural Testing Python methods 

# Method Class Operation description 
Iteration # 

1 2 3 4 

1 forthcom_events() Event Generates list of 
scheduled events  ✔ ✔ ✔ ✔ 

2 forthcom_events() Event 
Highlight soon 

approaching events 
YELLOW or RED 

✘ ✔ ✔ ✔ 

3 past_events() Event 

Generates list of 
previous promotions 
with missing realized 

sales data 

✔ ✔ ✔ ✔ 

4 save() Event Calculates and saves 
price reduction ✔ ✔ ✔ ✔ 

5 response_add() Eventadmin Adds new event from 
form N/A ✔ ✔ ✔ 

6 response_change() Eventadmin Applies changes to 
event from form N/A ✘ ✔ ✔ 

7 lookups() NumRangeListFilter Sets a user-defined 
numerical filter N/A ✔ ✔ ✔ 

8 queryset() NumRangeListFilter Returns filtered  
queryset N/A ✘ ✔ ✔ 

9 init() DateRangeForm Constructs form for date 
range filter N/A ✔ ✔ ✔ 

10 get_form() DateRangeFilter Retrieves form 
parameters N/A ✔ ✔ ✔ 

11 queryset() DateRangeFilter Returns filtered  
queryset N/A ✘ ✔ ✔ 

12 get_context_data() EventAnalytics 
Defines reference class 
for selected retailer and 

product 
✔ ✔ ✔ ✔ 

13 getattr_related() EventAnalytics 
Retrieves attribute 
values for selected 

reference class 
✔ ✔ ✔ ✔ 

14 prepare_event_dict() EventAnalytics Only selects events with 
sales for analysis ✘ ✔ ✔ ✔ 

15 prepare_features() EventAnalytics Prepares matrix for 
analysis ✔ ✔ ✔ ✔ 

16 make_regression() EventAnalytics Performs analysis and 
returns parameters ✘ ✔ ✔ ✔ 

17 combine_attr_coef() EventAnalytics Matches regression 
results to attributes N/A ✘ ✔ ✔ 

N/A= Not Applicable/Not yet implemented,  ✘=  not functioning properly,  ✔= successfully implemented 
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Table 7: Structural Testing JavaScript Methods 

# Method Operation description 
Iteration # 

1 2 3 4 

1 get_numeric_features() Retrieves numeric 
attributes N/A ✔ ✔ ✔ 

2 get_feature_by_name() Retrieves textual 
attributes N/A ✔ ✔ ✔ 

3 get_feature_coefs() Retrieves coefficients 
array N/A ✔ ✔ ✔ 

4 get_attr_val() Retrieves  attribute 
values N/A ✔ ✔ ✔ 

5 get_feature_val() 
Alternative to get_attr_val 
for complex attributes, or 

else calls get_attr_val() 
N/A ✘ ✔ ✔ 

6 get_features_vals_arr() 
Retrieves array with 
attribute values, calls 

get_feature_val() 
N/A ✘ ✔ ✔ 

7 get_plot_points() 

Determines plot points 
for graph, calls 

get_feature_by_name(), 
get_feature_coefs(), 

get_features_vals_arr() 

N/A ✘ ✔ ✔ 

8 plot_feature() 
Renders graphs, calls 

get_feature_by_name(), 
get_plot_points() 

N/A ✘ ✘ ✔ 

9 Slider/Graph 
Constructor 

Renders sliders, calls 
plot_feature() N/A ✘ ✘ ✔ 

N/A= Not Applicable/Not yet implemented,  ✘=  not functioning properly,  ✔= successfully implemented 
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Supplemental information to Table 6 & Table 7 

Iteration #1 
Python:  

For the first iteration the focus lies on making the dashboard partially functional and start 

implementing analysis functionality. On the dashboard events are not always highlighted when 

supposed to. Saving or editing promotions is not implemented yet, and neither are the search, 

filter and graphical functions. As for the analysis part, most methods functioning properly 

except data is not filtered (14) to exclude promotions without realized sales and the regression 

analysis (16) is giving errors. 

JavaScript:  

For the first iteration no JavaScript methods have yet been implemented.  

Iteration #2 
Python: 

For the second iteration the dashboard is now fully functional, except for when editing a 

promotion (6) which is giving an error. The search and filter functions are implemented, but in 

some cases return wrong data sets (8, 11). The methods regarding regression analysis seem to 

function properly, except for matching regression results to attributes (17). 

JavaScript:  

All JavaScript methods are implemented, but only 1-4 are functioning properly. When testing we 

get errors for 5 and 6, but because 7 and  8 (indirectly) call these methods they also give errors. 

We have to examine whether the errors thrown in 7 and 8 are caused by internal code or 

because of the faulty methods 5 & 6, 9 calls 8, and therefore also throws errors. 

Iteration #3 
Python: 

All Python methods are now functioning properly. 

JavaScript:  

Only 8 & 9 are still giving errors and/or not functioning as we wish. Only one graph is rendered 

and the sliders are not functioning. 

Iteration #3 
Python: 

All Python methods are still functioning properly. 

JavaScript:  

All JavaScript methods are now functioning properly. The tool as a whole is functioning well. 
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Table 8: Functional Testing 

# Function User Input Desired Result 
Iteration # 

1 2 3 4 

1 
List scheduled 

events  on 
Dashboard 

N/A 
Presents a list of 

forthcoming promotions 
on the Dashboard 

✔ ✔ ✔ ✔ 

2 

List previous 
events w/o 

sales on 
Dashboard 

N/A 

Presents a list of 
previous promotions 
with missing realized 

sales data 

✔ ✔ ✔ ✔ 

3 Highlight 
event N/A 

Highlights promotion 
YELLOW or RED if 

deadline is within 4 or 2 
weeks, respectively 

✘ ✔ ✔ ✔ 

4 
Remove event 
once sales is 

added 

Add realized 
sales to 

promotion 

After user adds realized 
to a promotion, it is 

removed from the list 
(see #2) flag as 'usable' 

✘ ✔ ✔ ✔ 

5 Add event Fill out form 

New promotion is 
created and added to the 

database, flag as 
'proposed' 

N/A ✔ ✔ ✔ 

6 Edit event 
'Edit' button; 
edit values in 

form 

Carries through changes 
to promotion values in 

database 
N/A ✘ ✔ ✔ 

7 
Input 

validation  
error 

Wrong data 
type input 

Returns error in case of 
invalid user input N/A ✘ ✔ ✔ 

8 Filter 
promotions 

Select criteria 
for filter 

Searches for promotions 
based on provided 

criteria 
N/A ✘ ✔ ✔ 

9.1 Run Analysis 'Analyze' 
button 

Runs analysis for 
selected promotion  ✘ ✔ ✔ ✔ 

9.2 
Present 
Analysis 
results 

'Analyze' 
button 

Presents analysis results 
(see #9.1)  in visual 

graphs 
N/A ✔ ✔ ✔ 

10.1 
Adjust values 

in analysis 
results 

Adjust sliders Adjusts attribute values  N/A ✘ ✔ ✔ 

10.2 Adjust graphs Adjust sliders Adjusts graphs 
accordingly (see #10.1) N/A N/A ✘ ✔ 

N/A= Not Applicable/Not yet implemented,  ✘=  not functioning properly,  ✔= successfully implemented 
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Supplemental information to Table 8 

Iteration #1 
For the first iteration the dashboard is implemented, which is the first web page a user sees 

when he browses to the tool's location on a web server. The corresponding functions are 1, 2, 3 

and 4. Functions 1-3 require no user input, but are executed when loading the page. The latter 

two do not function properly: promotions are not always appropriately highlighted and 

promotions are not commended to the database as 'usable' after the sales have been provided. 

9.1 is implemented but analysis is not fully functional yet as for now only a dummy page exists. 

Iteration #2 
During the second iteration 3, 4 & 9.1 have been repaired, and we successfully added new 

functions 5 and 9.2. Other functions were also added, but not entirely with good results. Editing 

events resulted in an error message (6), input validation was not present for all the fields (7), 

not all possible filter criteria were present (8) and adjusting attribute values using the 

JavaScript sliders didn't function properly (10.1). 

Iteration #3 
During the third iteration all the previous problems were repaired and everything was 

functioning properly except for the graphs (10.2). The graphs were implemented in the 

previous iteration for the first time and don't adjust well and lack a confidence interval. 

Iteration #4 
All functions now operate appropriately and yield the desired result. The tool as a whole is also 

functioning well. 
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